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° A Note From The Chairman

The theme of this Meeting is to bring to light new con-

cepts dealing with emerging technology, theory, and applications
associated with remote sensing of the oceans and troposphere from

s_ace and air platforms.
/

This URSI Symposium and Workshop brings together radio
scientists, atmospheric scientists, and oceanographers for purposes

of shedding light on where we have been, where we are at present,
1 and where we are going in the near and distant future. This mix-

ture of investigators we believe to be consistent with the spirit

of the IUCRM (The Inter Union Commission of Radio Meteorology) whose

aim it was to unite both the geophysical and radio science communi-
ties.

The major theme for the Workshop is to attempt to answer

the questions :

1. What are the existing methods and techniques?

:" 2. How do we propose to improve upon these
• existing methods?

These questions apply to geophysical, instrumental, and system re-

lated concepts associated with the remote sensing of the oceans and

tropospheze.

Much appreciation is expressed to Dr. Dag Gjessing,
Chairman of the International Commission F of URSI who originally

conceived and set into machinery the organization of this meeting.

We are deeply indebted to Dr. John S. Theon, Chief of the Atmo-

spheric Dynamics and Radiation Branch of NASA for agreeing to have
NASA's cosponsorship and subsequent publishing of this Proceedings.

In particular, we are grateful to Dr. Joseph Shapira, President of

the URSI Organization within Israel and to the Israel Academy of
Sciences and Humanities for extending their kind invitation to

support and host this meeting. Many thanks are expressed to the
Division of Atmospheric Sciences of The National Science Foundation

who supported air travel to this Meeting for a selected number of
scientists.

Finally, I would like to thank Isadore Katz, Dr. David

Atlas, and Dr. Joseph Shapira, my colleagues and co-organizer&,

without whose help this meeting woula net have taken place.

W

Jullus Goldhlrsh, Chairman
International Commission F

Meeting on Remote Sensing
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. N84 27 C3
REMOTE SENSING FOR OCEANOGRAPHY: PAST, PRESENT, FUTURE

L. F. McGoldrick

The Johns Hopkins University
Applied Physics Laboratory

Johns Hopkins koad
Laurel, Maryland 20707

ABSTRACT
m

Oceanic dynamics has traditionally been investigated by sampling
from instruments in situ, yielding quantitative measurements that
are intermittent _-n bo-'6_space and time; the ocean is '.ndersampl.d.
The need to obtain proper sampling of the averaged qut.ntities treated
in our analytical and numerical models is at present the most signif-
icant limitation on advances in physical oceanography. Within the
past decade, many electromagnetic techniques fo_ the study of the
earth and planets have been applied to the study of the ocean. Now

_. satellites promise nearly total coverage of the world's oceans using
only a few days to a few weeks of observations. This paper presents
both a review of the early and present techniques applied to satel-
lite oceanography and a description of some future systems to be

, launched into orbit during the remainder of this century. Both
scientific and technologic capabilities are discussed.

INTRODUCTION

Oceanic processes have tradition_,11y been investigated by samp-
ling from instruments in situ, yielding quantitative measurements
that are intermittent l'n _ space and time. The past two decades
have seen the development of new observing systems such as the STD,
current meters, and SOFAR floats. These devices give continuousi

records in one dimension, either instantaneously i-the vertical, or
at a fixed point, or approximately moving with a water parcel. Ar-

I of these instruments have increased ofrays greatly our awareness

the space-time variability in the oceans, be it due to internal
: waves, mesoscale eddies, or fluctuations in the g_neral circulation

itself. The need to obtain proper sampling of the averaged quanti-
ties treated in our analytical and numerical models is at present
probably the most significant llmltatlon on advances in physical
oceanography.

. In prlnciple, space-based techniques can offer substantial In-
formation important to this four-dlmenslonal Jigsaw puzzle. Global
coverage of broad scale surface features such as wand stress, sea
level, surface waves and currents, and temperature at time intervals
which are short enough to be effectively continuous gives an enor-
mous potential advantage over shlpborne techniques. High resolution
images of temperature or color or microwave emissivity allow unique
visualisation of near-surface processes such as internal waves and I
eddy formation. Such visualizations can greatly extend the inter-
pretatlon of conventional measurements, and allow considerable eco- J
nomlcs and a new kind of strategic planning of ship operations, which

._ _.

I i

®
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are rapidly becoming intolerably expensive. Communications with
• sensors on fixed and drifting buoys, and the location of non-fixed

_ systems through satellites make possible all sorts of composite

subsurface measurement systems which would otherwise be quite impra_-
! ticable.

• Remote sensors operating from the vantage point of space will
never replace direct measurements and acoustic remote sensing, be-

cause the ocean is essentially opaque to electromagnetic radiation,

but satellite remote sensing observing and data relay and platform

location tecnniques should play a substantial role that needs tc be

systematically recognized and exploited in future programs of ocean
sciences research.

Such exploitation requires a developing synergism between spe-
cific space-based techniques and missions, on the one hand, with

research experiments on important oceanographic problems that bene-
fit from those techniques, on the other. The uncertainties associ-

ated with inference from remote sensing, and the difficulties of

_- reconstructing the overall picture from observations in situ imply

that the acceptance of new information will come only-_ft-_a pain-

staking program of observing system intercomparisons and confidence

• building case studies. These will require long-range commitment by
leading oceanographic scientists and satellite instrument speci_
ists.

Recent experience with sensors on Skylab, GEOS-3, Nimbus-7, and

Seasat designed for ocean observation underline the need to include

from the beginning explicit planning for validatlon/control obser-

vations, and a substantial data collection, archlving, and distri-

bution effort. To do otherwise would risk not extracting the full

advantage of the very large investment in the satellite portion of
the system.

New observing tools can transform the basic perception of old

problems, but only after their interpretation has been established,

necessary corrections have been applied, and calibrations and error

estimates are known. There are few applicable standards for "sur-

face truth". Indeed, the space-derlved information has fundamentally

new characteristics, such as horizonta! averaging over larger regions
and the feasibillty of averaging over longer times (through repeat

-: observations), so that it is attractive as a unique complement to

!nformatlon derived from direct observations• The orderly evolutlon

;I of composite systems also needs long-rarge vision and 8tabillty of

,I institutional arrangements which transcend the traditional boundaries

i of funding agencies The process of asslmiliatlon and adjustment tothese new opportunities will be a long and sometimes painful one.

' The following descriptions of possible re_earch tlvlties are

not ordered according to priority, but illustrate a range of impor-

tant and challenging scientific applications. Many such recear_h

objectives could be met by a few satellite flight programs, and there• are many ways in which observing systems may be combined on anj par-

ticular flight. No attempt is made here to discuss such matters•
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WIND STRESS

:" The wind stress at the surface is one of the major driving

forces of oceanic circulation. There are no systematic observations

with which to test the performance of various models of ocean circu-

lation and ocean response to the atmosphere. Ship _bservations of

wind provide some coverage in regions served by commerical shipping;

'_ . ship observations, however, are noisy (i.e., may contain undetect-

able errors) and uncalibrated (e.g., for shlp effects) and must be
processed carefully before use.

v

Remote sensing systems mounted on polar orbiting satellites can

rapidly and frequently _ample nearly the entire earth's surface.

Although numerous satellite-borne active and passive systems (altim-
eters, radiometers, and scatterometers) have been used to measure

wind speed, microwave scatterometers have demonstrated a decided ad-

• vantage due to their ability to measure the vector wi_ds (speed and

direction) needed as inputs for oceanographic and meteorological--
studies.

The use of active microwave systems for the measuremer_t of

_ oceanic winds resulted from the World War II development of radar
systems _or air defense. Research into the causes of "sea clutter"

was conducted in the U.S. and U.K. following the end of that war.

- Experimental studies in the 1950's and 1960's established an apparent

" correlation between backscatter at moderate incidence angle_ and sur-

face wind speed. Extensive series of airborne radar measurements by

the Naval Research Laboratory utilizing a four-frequency pencil-beam

; scatterometer, and NASA/JSC utilizing an airborne fan-beam scatter-
< ometer at Ku-band frequencies established an approximate power-law

dependence of normalized radar cr_ _s section (NRCS) on wind speed.

In the early 1970's, NASA developed an improved pencil-beam aircraft

scatterometer (AAFE RADSCAT) that was stable and demonstrated good i

absolute calibration. Field experiments improved and refined the

approximate power-law relationship between the NRCS and the wind °
speed at incidence angles from 20 ° to 70 ° . In addition, by obtain-

ing data from circle flights, the relationship between the NRCS and

azimuth angle relative to the wind was examiDed. The amplitude of i

the NRCS varied with both wind speed and azimuth angle, and the
nearly harmonic variation with azimuth angle made it possible to

; determine wind direction by radar measurements of the same spot of i

the ocean at two azimuth angles, i

A pencil-beam radiometer/scatterometer was flown aboaz the iSkylab missions SL-2, SL-3, and SL-4 in 1973-77. Since the scatter-

i• ometer was a single beam, only a single measurement of the NRCS at

one value of azimuth angle was obtained from each portion of the se_

"_ surface. Nonetheless, these experiments demonstrated that wind I

speed scatterometry was feasible. (

!

J

_= The Seasat-A Scatterometer System (SASS), a four antenna fan-
-_ beam dual polarized Ku band system was flown aboard Seasat from June a

•_ to October 1978. NRCS measurements from the fore and aft beams were i
combined to give estimates of wind speed with up to four possible f

directions (unfortunately called "allases"). This was a major accom- f
pllshment. Using SASS data, the first global nearly synoptic maps of

, !'
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wind speed and direction have been constructed by P. Woiceshyn and
others at JPL.

In 1988, the U.S. Navy plans to fly NROSS, an oceanographic
satellite which will carry NSCATT, a NASA scatterometer. An addi-

tional antenna on each side of the spacecraft (making six in all)
will reduce the "alias problem" to an ambiguity of 180 ° for about

; 95% of the measurements. The NRCS will be measured with a spatial

resolution of 25 km. In the opinion of scientists who are trying to

> develop better models of the ocean circulation, one of the greatest

_ needs, at present, is a coherent, calibrated l_ng-term data set of
surface stress or wind over at least the tropical zone, and prefer-

ably over the globe. The Seasat data processing effort and the ex-
perience with the validation program indicate what explicit measure-
ments must be made in situ to facilitate the use of the basic obser-

vations. The Seasat data offer an enticing glimpse of future routine

: wind stress/wind velocity observations globally. But can satellite

techniques really supply the information with enough ancillary data
for its interpretation? Many special studies will be needed to im-

prove the interpretation of scatterometer observations (i.e., to
- translate the radar backscatter cross section of capillary waves into

. stress/speed) and also t_ identify situations in which there might be

other physical or biological factors contributing to the backscat-
tGred signal, i.e., to identify reliably the various surface effects

that influence the backscatter, and to make adequate corrections.

For example, the return signal from a scatterometer depends on

the presence of surface structures with scales in the centimeter

range; the usefulness of the scatterometer in measuring wind speed

depends upon variations in the intensity and density of these struc-

tures as a function of wind speed. One kind of structure involves

groups or trains of capillary-gravity waves at these scales, gener-

ated directly by the wind stress and perhaps to some extent by weak
resonant wave-wave interactions from larger components. At low wind

speeds, the local amplitude of these waves trains may not vary

strongly with wind speed -- they may reach a local saturation quite

quickly -- but the fraction of total area covered by them will surely
increase with the wind stress_ _iso at these scales will be found

harmonics of longer, short gravity waves which can be relatively

sharp-creasted and rich in harmonics. Finally, at these scales also
will be found Fourier components associated with the deformed pro-

files of short, breaking waves as well as the parasitic capillary

- waves on short gravity waves with relatively sharp crests.

Not much is known in detail about the distribution of these

structures and the way that this varies with wind stress. Although
' our knowledge is sketchy, certain simple properties are reasonably

_" well established. First, the density of microscale breaking waves

(wavelengths on the order of 10 cm) increases with wind stress but

the amplitude at breaking decreases _ith wind stress. These profiles

[L are substantially deformed during mic_oscale breaking and contain
__ harmonics at the scales responsible for backscattering. The _me

scales for generation and decay of wave trains at this scale are
short, seconds or tens of seconds at most. Short gravity waves, on

the other hand, have growth and decay times longer than this so that

- (as is usual in the ocean) if they are accompanied by a dominant

._- .... -- ° .._ ._...,iu_ _ _ -''" _ "..... i
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. longer gravity wave these short waves will be substantially modulated

in amplitude and also in wave number by the dominant wave. Short
; gravity waves are pushed close to saturation near dominant wave

crests and this results in a substantially increased density of mi-
croscale breaking, parasitic capillary waves, and harmonics of the

i short gravity waves themselves. On the other hand, in the troughs of
the dominant wave, the desaturation of the short gravity waves re-

duces these. These modul_tions provide the basis of operation for
the scatterometer radar. It _s this melange of structures that pro-

vides the back-scattered return. The return is clearly a function of

wind stress (more properly, u,/c, where u, is the friction velocity
and c is a representative phase speed of the structures) but observa-

tional results still give a great deal of scatter. Enough is known

about these structures to be confident that they are also influenced
strongly by the slope of the dominant wave present, ak, or Huang's

"significant slope" parameter. This dependence is not taken into
account in analysis of scatterometer results in which its influence

is ignored.

It is evident that there is a considerable need for further re-
_- search in this area to establish better the characteristics of these

sma) l-scale structures, their distribution on the ocean surface,

! their appearance in response to short-wave/long wave interactions,
and so forth. Experiments and observations are difficult. Conven-

tional probe measurements give very restricted information and are

extremely difficult to interpret because of the Doppler shifting

: produced by the orbital velocities of longer waves. Instantaneous

spatial definition of the water surface, even in a restricted region,
is a tricky problem.

MESOSCALE VARIABILITY

The most energetic mesoscale oceanic eddies are found in the
vicinity of strong currents and probably have their source in insta-

bilities. Over most of the ocean, the level of eddy energ, is lower;
recent studies have concluded that these eddies could be attributed

to direct forcing by the variable winds. Their conclusions require

some assumptions about the nature of wind spectra. Scatterometer

data will go a long way toward replacing these assumptions with solid

data, but some field work will also be necessary to extend spectra

to finer time and space scales than a scatterometer will provide.

It has also recently been suggested that a significant part of
)

the eddy field of the open ocean away from strong boundary currents

i__ is directly forced by fluctuations in the curl of the atmospheric

_ wind-stress. This conclusion was based admittedly on a few observa-tions which show a significant coherent between a seasonal modulation

_ of atmospheric and oceanic fields and on a theoretical evaluation of

_i the oceanic response to forcing by a fluctuating wind-stress field.
The theoretical estimate used a model wind-stress spectrum which

extrapolated the observed spectral slope at scales on the order of
1,000 km down to scales on the order of I00 km.

To substantiate these suggestions it is extremely important to

determine accurately the space-time structure of the wind-stress

over the ocean on eddy scales. This would require a spatial resolu- i
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tion of approximately 50 km and a time resolution of approximately

• three days.

OBSERVATIONS OF SEA LEVEL (RADAR ALTIMETRY)

; One satellite-based effort that has been under discussion for

. some time has been a topographical experiment (TOPEX). The radar

altimeters on the GEOS-3 and Seasat satellites have proven that ob-,t

_ servations of the distance between the sea surface and a satellite
can be obtained to a useful precision, anu that a wide variety of

important oceanographic and geophysical information can be derived

from such observations. Accurate knowledge of the satellite orbital
. quantities and of the earth's gravity field is necessary to extract

the maximum information from the satellite altimeter observations.

These matters, as well as the scientific problems to be addressed by

TOPEX, are discussed in detail in the report Satellite Altimetric

Measurements of the Ocean s, prepared by the TOPEX Wor_ing Group,
published by the Jet Propulsion Laboratory (March, 1981).

The Seasat altimeter showed a precision of about 10 cm in the
measurement of the distance between the instantaneous sea surface

_- and the satellite. It is estimated that this precision has to be

increased to something like 2 cm to meet the majority of the scien-

tific goals of TOPEX.

A feature of the altimeter is its ability to provide very impor-
tant and reliable information on the statistics of ocean waves, in

particular the significant wave height, HI/3. This ocean surface
variable is very important for practical purposes, e.g., for marine

operations, and also for the study of the development, propagation,
and effects of such ocean events as major storm surges.

The radar altimetry could also provide useful information on the

topography of the great continental ice sheets of Greenland and
Antarctica, which is difficult to obtain by conventional geodetic

leveling.

COLOR SCAN?_ER OBSERVATIONS

The Coastal Zone Color Scanner (CZCS) operating on Nimbus-7 is

providing a most intriguing new data set. The CZCS instrument was

planned primarily for biological investigation, but there is evidence
from the data set now available that the patterns seen in the images

< also trace dynamic oceanic features of great interest.

The intended purpose is to depict, using several bands in the

_[ vlsib'.a (and bands in the red and infrared for correction purposes),
_ the distribution of biological and other scattering agents (chloro-

phyll, and organic and inorganic suspended materials). It has been
realized that, in addition, important information is made available

'_-. on oceanic structures, sea-surface temperatures, and gross aerosol
_m distribution.

Global and selected regional assessment of living marine re

sources is the ultimate objective of satelllte ocean color sensors.

_ It is abundantly clear from years of shipboard experience that ocean

[
I

®
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areas with the most biota of interest are also areas that are dynam-

ically the most complex and variable. As a consequence, the accu-

rate assessment of living marine resources can benefit significantly

from synoptic data that are impractical, or virtually impossible, to
obtain from ships alone.

Chlorophyll in the ocean, as an index of phytoplankton biomass,

is a fundamental quantity that can be estimated using aircraft and

satellite remote sensors. To date, no ecologically significant bio-

logical qu_ %tity other than chlorophyll has been shown to be quanti-

tative_/ a_timatable by satellite.

Synol tic estimates of chlorophyll are important because phyto-

planktor variability in space and time is a ubiguitous and important

feature of the marine environment. [Phytoplankton variability in-
cludes nct only the density of organisms but also the number of

species present (species abundance) and the distribution o" i_divid-

uals _mong _hese species (species equitability), but observations of
these fact)rs are hardly accessible to shipboard sensing and are in-

accessible to remote sensing.] This variability influences both
practical )roblems associated with sampling and estimating abundance
within the environment and theoretical considerations related to the

structure and dynamics of phytoplankton ecology. Also, the variabil-

ity of phytoplankton communities is thought to hold a key to under-

standing the relative importance of physical and biological factors
in structuring the marine food web. In addition, there is evidence

that the successful modeling of phytoplankton dynamics, and the pre-

dictive linkage of phytoplankton production to higher trophic levels,

has so _ar been limited by a lack of synoptic data and limited samp-
ling strategies.

A :_undamental problem in marine ecology is to establish both the
spatial and the temporal scales in which fundamental physical and

biological processes occur and to sample the environment accordingly.

Ships, aircraft, znl satellites provide alternative, and complement-

ary, strategies for sampling the environment. For example, if chloro-

phyll ccncentration, as an index of phytoplankton biomass, is the

variable under investigation then ship, aircraft, and satellite

"platforms" offer the opportunity to obtain diverse, and often mutu-

ally exclusive, experimental information. Shipboard data provide

continuity with conventional oceanographic research techniques, can

be relativel_ _ accurate, can include both vertical and horizontal
measurements, but a_'e comparatively limited in both space and time.

Chlorophyll data fro., aircraft systems provide rapid spatial coverage
of regional area_ can include both vertical and long-track measure-

ments, can be _ latively precise (however, accuracies are the subject
of ongoing research), but are limited by the logistics of aircraft,

and provide linear (as distinct from areal) coverage. Satellite

chlorophy'l imagery can provide worldwise coverage of cloud-free

areas, _an provide repeated routine coverage of regional areas (in-

cludin. _hose areas that are far from our oceanographic research in-

stit_:tions), but are relatively le_s accurate without concurrent ship
or aircraft data, are limited by cloud coverage, and require more

complex image and data processing. The key point is that the living

marine reso. r_es are unlikely to be assessed adequately without the

synoptic perspective, t:_e quantitative areal data, and the quasi-

7
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continuous temporal coverage provided bl" remote sensors.

_ Some early use of the _imbus-7 color images has sho_.n very
promising application to the studies of the food web and to illumi-

• hating the relationships between the planktonic distribution and the

" deve!opment of young fish. For example, off the California coast,

such information has been used effectively to study plankton distz_-

bution and the distribution of anchovy spawning. More detailed

studies of these kinds would clearly be important contributions to
biological oceanography.

\

. DATA COLLECTION AND LOCATION SYSTEMS (DCLS)

A DCLS (Argos) was implemented on the NOel operational satel-
lites for the Global Weather Experiment, 1979, in cooperation with

French colleagues who supplied the hardware and undertook the data

processing. This joint arrangement is expected to continue through

at least the mid-1980's. It must be remembered that the Argos sys-

tem was designed primarily to track constant-level balloons accu-
rately for the Global Weather Experiment, 1979; its av_]icability to

ether moving platforms was a most useful bonus, but the Argos system

?- has some limitations with respect to other platforms that make it

_ desirable to consider _hat improvements might increase its support
to ocean sciences direct and remote sensing programs. For example,

the DCLS for ocean sciences must be able to view a larger number of

platforms that Argos does, up to many hundreds of platforms simul-

taneously, or else some regional Drojects being considered will not

: be able to use sufficient numbers of observing sites. The data rate
should be increased, but not at the price of more power, so that

considerable stored data can be relayed over one pass. Finally, it

would be most useful for extensive oceanographic observations if the

DCLS design could permit a relatively simple and inexpensive elec-
• tronic package on the platform, to reduce the unit cost and thus

_ encourage use of larger numbers of observing platforms.

Underwater telemetry can usually be accomplished by relatively

low-power acoustic transmission, but long ranges impose severe con-

straints on batteries, weight, and overall system lifetime. Staging i
to satellites through a surface intermediary at a known location is

an attractive alternative to present techniques, but only provided
that a reliable and available satellite link is assured for the fore-

seeable future. The practicability of large-scale deployment and the

scientific utility of drifting buoys was demonstrated in the Global

Weather Experiment (G_), 1979. The buoy program for the GWE was

invented and implemented for meteorological purposes. The data
fields, however, are also useful per se to define some of the oceanic

_" circulation. The success of the program has stimulated new technical

i- efforts to develop drifters of several types into instruments of

broader oceanographic use -- better sensors, reliable thermistor

chains to obtain temperature profiles, subsurface flotation with

._- tracking and data relay via the sound channel.
4

_ An exciting research prospect, feasible in the second half of

the 1980s, is exploration of ocean circulation on a global basis

.,using drifters both as tracers of horizontal advection and as plat-

forms from which scalar properties are measured. The objective of

8
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this exploration would be development of worldwide maps of statisti-
cal indicators of the general circulation, such a mean flow, eddy
energy, and reynolds stress, and of lateral mixing as indicated by
drifter dispersion. Eventually, it will be necessary to map varia-
bility in various frequency bands at various depths on a global
basis. Nearly continuous satellite positioning and data telemetry
permit intensive measurement of the upper ocean on a global basis at
a reasonable level of effort. Present methods of communicating with
drifters at depth are more costly than is ultimately desirable. This
will probably limit the use of very frequently positioned subsurface
drifters to regional studies in the near future. However, for de-
scribing the mean general circulation, including lateral eddy dis-
persion, the use of satellite-positioned drifters may permit global
coverage at a reasonable level of effort.

Assuming that buoy development will proceed as planned (a sub-
stantial project is now under way that is supported by NASA, NOAA,
and ONR, and that involves collaboration by a group of researchers
as well as sensor and buoy engineers) and assuming that a suitable
DCLS is available, a substantial program would be feasible to produce

+- worldwide maps of statistics of ocean circulation for four frequency
bands: band (i), one cycle per two to 40 days, which is a spectral
band containing the results of direct a_mospheric forcing; band (ii),
one cycle per 40-150 days, the temporal mesoscale; band (iii), one
cycle per 150 days to the length of a feasible program, say three to
five years, which contains the secular climatic variability scale;
and band (iv), the long term mean, representative of the general cir- i
culation. All buoys would include sensors for temperature and pres-
sure, and surface drifters could profile down to 100-200 m. Drifters
would be distributed at _le surface, in the thermocline, and at an

abyssal level, say 3,000-4,000 m. Satellite DCLS or acoustic relay, i
or a combination, would be used.

SUMMARY

Satellite-borne observing and communication systems offer a i
I variety of techniques to observe and map qualitatively, with high
• resolution, many oceanic features of importance, and to make measure-

ments that are the basis of quantitative information. These tech-
niques, however, are limited essentially to surface manifestations,
and hence there will continue to be a strong need for direct measure-
ments using ships, buoys, moorings, etc., as well as for subsurface
remote sensing by acoustic methods.

There are several large scale national and international exper-
iments being planned in the context of the World Climate Research
Program (WCRP) for which satellite techniques offer valuable and in
some cases unique capability: a large scale study of the heat
budget in the North Atlantic; a tropical ocean-atmosphere experiment
(TOGA) with emphasis on the Southern Oscillation; and a World Ocean
Circulation Experiment (WOCE) for which TOPEX and extensive use of
satellite tracked drifters would offer unique contributions.

For any large scale ocean circulation study, it is imperative
that we obtain both the global surface wind stress field and the
global dynamic topography field: these fields are the necessary i

' i......iI
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boundary conditions for any ocean genera], circulation models that
; may be developed in the near future. TOPEX, NROSS, and the European

Space Agency's ERS-I seem to be the ripest satellite techniques for

early implementation.

, For the decade of the 1990's, NASA is conducting a study for a

comprehensive Earth Observation System (EOS, formerly called System-

Z). EOS will consist of four parts:

i) A set of instruments in low, sun-synchronous Earth

orbits dedicated to long term remote sensing of

various global phenomena of land, ocean, and atmo-

sphere,

• 2) A global set of land, ocean, and atmosphere in situ

• instruments to complement the orbiting instruments,

-- 3) An international community of scientists who perform

the research by analyzing the information gathered
by i) and 2) and controlling their operation, and

4) A data communication/computation network that col-

lects the data from i) and 2) and any required data
from other sources (such as operational Earth sensing i

satellites), operates on these data to increase its
information content, stores this information in vari-

ous data bases and archives, and distributes the in-
formation to 3).

The intent of this system is to be interdisciplinary since most geo-

physical processes involve exchanges occurring at the atmosphere-
ocean or atmosphere-solid earth interfaces.

During the past decade, remote sensing of the oceans has been
demonstrated to be feasible. It is now time to implement routine

satellite observations during the remainder of this century. The i

processes will be difficult, but the rewards enormous. _i

i J
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ESA ACTIVITIES IN THE USE OF MICROWAVES

FOR THE REMOTE SENSING OF THE EARTH

D. Maccoll

European Space & Technology Centre (ESTEC)
Noordwijk, The Netherlands

ABSTRACT

This paper discusses the programme of activities under way in the European
Space Agency (ESA) directed towards Remote Sensing of the oceans and troposhere.

"_ The initial project is the launch of a satellite named ERS-I with a primary pay-L*

load of microweve values in the C- and Ku-bands. This payload is discussed in
depth. The secondary payload include precision location experiments and an

instrument to measure sea surface temperature, which are described.

The important topic of calibration is extensively discussed, and the paper conti-
nues with a review of activities directed towards improvements to the instruments

i for future satellites. Some discussion of the impact of the instrument payload on i
the spacecraft design follows and the paper concludes by emphasing the commitment

i of ESA to the provision of a service of value to the ultimate user.

I. INTRODUCTION

The European Space Agency has initiated a Remote Sensing programme with
several elements. The major element is the launch of a satellite dedicated to re-

' mote sensing of the oceans (ERS-I) in 1987. It is planned to follow this laut_ch
, two years later with a second (ERS-2) which will be similar to the first. Later

satellites in the 1990 decade will be considerably larger and likely dedicated to
Land Observation. In parallel with the satellite programme there is an existing
data dissemination network Earthnet which currently handles Landsat data but has
also disseminated Seasat data and will of course be used for the ERS-I data. "_

"' There is also planned a series of campaigns, on-ground and aircraft which will be i
_ used to confirm the models and assumptions behind the instrument design, to aid ]

the in flight calibration of the instruments and to promote user interest and i
understanding.

!
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2. ERS-I PAYLOAD

The payload comprises three primary i_struments: a Synthetic Aperture Radar
(SAR), a Scatterometer, and a Radar Altimeter (R.A.). The first two are combined

in a single microwave package operating in C-band with three operation modes; full

SAR imaging, small area SAR imaging (wave mode), and scatterometer. This C-band

package is known as the Active Microwave Instrument (AMI).

2.1 AM1

The AMI comprises four antennas, one SAR antenna and three wind scatterometer

antennas, a high power transmitter and low noise receiver common to all modes, and

various low frequency, low power components exploit commonality between modes as
far as possible. The S_ antenna is 10m x lm, and the two fore and aft looking
scatterometer antennas are 4m x .35m. The central scatterometer antenna is not

deployed and is 2.3m x .35m. The high power amplifier is a pulsed tube with 4.SkW
peak power, with an average power varied by changing the pulse length and repeti-
tion frequency.

In tne full SAR imaging mode this instrument will have a swath width of 80

km, and will have a ground resolution of 100m and radiometric resolution of IdB at
-18dB backscatt r coefficient. It will be possible to produce images with 30m
spatial resolutton, but the radlometrlc resolution will be degraded since there
will be few "looks" available. This mode will only be used when the spacecraft is

_ within sight of a ground station since the data rate (100 Mb/s) is too high for
onboard storage to be feasible. Also the D.C. power requirements in this mode are
too high for continuous operation throughout the orbit. The D.C. available will
allow approximately 10% operation which is compatible with the visibility from the
planned ERS-1 ground stations, but much of that time the SAR will be imaging
land.

Over the oceans the SAIl will be used in a low power mode (100W average
R.F.). This wave mode will be interleaved with the wind mode which is discuss_

later. In the wave mode the SAlt is operated wish a reduced pulse length at the 1
full peak power, thus the energy pec pulse and the average RF power are reduced
while operating the power amplifier at its optimum peak power. The wave mode is
operated for approximately 1.4 seconds every 14 seconds which allows imaging of a
5 km strip each 100 Ion. The radar returns are sampled over a short part of the i
total return sufficient to image 5km out of the available 80km swath. Thus only

the data from a 5km square patch is retained, and the data rate is sufficiently i
reduced for storage on a tape recorder, and global coverage of the oceans can be !
achieved. The objective of this so called wave mode is to measure ocean wave
spectra, but the specifications have been expressed in terms of image spectra. It

" is clear that peaks in the two dimensional spectra correspond to ocean wave and t
. swell patterns, however the modulation transfer function between ocean wave and i

image spectrum is not veil developed so the ocean characteristics cannot make a 1
sound foundation for the instrument specification. In particular there is some i

' doubt whether wave trains in certain directions or under certain wind conditions

_'! will appear at all on the image spectrum. [A

1 'i
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The wind mode is far better understood, the basic concept having been prove-

non SEASAT. ERS--I however works at C-band where though the backscatter coeffi-

cient is higher than at Ku band, the modulation by wind speed and direction is

less. _he principle of operation is based ol, the fact that the backscatter coef-

ficient from a wind disturbed sea is dependant on both wind speed and direction

with respect to the radar beam. Since there are two parameters to be measured

two measurements must be made and this is done by locking at the s_ne patch of

ocean from two different parts of the orbit. Unfortunately the experience of

SEASAT showed that there are ambiguities in tile extraction of the wiud speed

and direction from the two measured backscattcr coefficients, due to the inherent-

ly noisy measurement and the shape of the modulation curve which has bigger change

between up-wind and cross-wind than between up-wind and down-wind. In order to

help resolve these ambiguities the ERS-I instr_-_ent includes a tniLd =easurement.

Two measurements are made looking at 45 ° forwards and 45 ° aft, and the third

measurement is made looking abeam.

The selection of these three look directions was made =feet extensive anlaysis

and si_11ation _aking account of noise, speckle, model uncertainties, and the

range of incidence angles. The choice of one beam looking directly sideways lead

to another change in implementation with respect to SEASAT: the doppler filterbank

approach of SEASAT clearly will not work on thp side looking beam since this beam

looks almost exactly down the zero dop_l_r line. The alternative approach of

range gating had been under con, ideration and the need for a side-looking beam

confirmed the choice of ra_e gating. Since these measurements require both high

accuracy and good calibration between beams the possibility o_ using a mixed sys-

tem of two doppler and one range gated beam was not considered. In order to ease

the on-board frequency tracking and also to ensure the full wind swath of 400 km

can be imaged the satellite will be steered in yaw to keep the side looking beam

on the zero doppler line including the effect of earth lotation.

2.2 Radar Altimeter

The ERS-I Radar Altimeter is designed to have the same performance over the

oceans as the SEASAT Altimeter. However there are improvements in two important

areas: the instrument is fully redundant within approximately the same mass and

power envelope, and the aquisition and tracking loops have been improved.

i

A trade-off peak power requirement and chirped pulse length taken together
with an investment in surface acoustic wave (_AW) technology has allewed the use z
of a power amplifier with a peak power of 50W. Since the mass of both the tube i

and the power conditioner are closely linked to the peak power this relatively i

low peak power has effected a substantial reduction in mass and therefore a redun-

dan_ system can be used. Additionally an existing space qualified tube and power I

conditioner can be used with some small modifications thus saving the cost and i

problems o_ space qualifying a new _mplifier. Associated with this power level is I

a long pulse o_ 20 ms. SAW technology development has resulted in a single compo- 1
uenr generating the wideband (330 l_lz) long pulse with a time bandwidth product of

6600. !
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The aquisition and tracking are both done using digital technology taking ad-
vantage of more powerful microprocessing (_086) and other processing element, _han
were available in the mid 1970's when the SEASAT instrument was designed. In the

tracking mode the level, the position and the scope of the leading edge _re lot-

lowed and the backscatter coefficient, the altitude and the signif_e=v,r wave
height can thus be estimated. The instrument uses a dcramp technique in which the

signal return is mixed with a delayed replica of the tran_mltted signal, and dif-

ferences in height are converted to a frequency shift. The deramped output is
then filtered using a digital fourier transform to give the return signal profile.
This profile is averaged over fifty pulses and ,_aed to _rovide the inputs to the
tracking loops. In the aquisition mode the _ransmitted pulse is unmodulated, and
the leading edge of the return is detected with sufficient accuracv to be able to
switch to a moduleted pulse form. The possibility of detection of 95Z is achieved
after 50ms which is significantly better than SEASAT which could take 5s to
reacquire after loosing lock, and over some _.l,ping surfaces even longer.

_- .£_ver the oceans the results from the SEASAT altimeter were good though
occasionally it lost lock (probably over severe weather systems). The ERa-1 RA
should equal this performance. Over ice the SEASAT RA often lost lock and it is
expected that the improvements in the acquisition and tracking of the ERS-1 in-
strument will permit a more consistent coverage.

2.3 ERS-1 Secondary Instruments

ERS-1 will also carry three other instruments which will support the altime-
ter, namely a Laser Retro Reflector (LRR), an Along Track Scanning Radiometer with
two nadir pointing microwave channels (ATSR/8), and a Precision Range and Range
Rat_ Experiment (PRARE). The L_R is entirely passive and will be used in coniunc-
lion with ground based laser tracking stations for accurate ( 10 em) orbit measu-
rement, and thus enhance the _' ,i_y of the R.A. to measure mesoscale sea eddies.
The ATSR/H is principally des_ :d for sea surface temperature meas,_rements, but
the microwave channels will be used for atmospheric water vapour corrections to
the altimeter measurement. The PRARE is a two frequency (S- and X-band) transpon-
der system which in conjunction with a network of ground stations will b_ used
for precision location experiments. The second frequency allows to correct for
ionospheric effects. As with the LRR this experiment will also enhance the R.A.
capability.

2.4 Calibration

The instruments described above will all certainly produce results: imag::s,
i

wind fields or profiles. It is an important aspect of the ERS-I programme that
these results will be properly calibrated in the sense that there is an assurance
that _he product meet certain minima in accuracy and resolution. The calibration
approach of the AHI modes are the most developed, of the R.A. less so.

I0 14
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The final requirement is for calibration of the geophysical product, for ex-
i ample wind speed or significant wave height; but an important intermediate step "

is the calibration of the engineering product, backscatter coefficient or output
from the slope tracking loop respectively. To achieve this engineering calibra-
tion all instruments are designed with internal calibration loops which, bypassing
only the antenna and some of the passive output networks, provide an accurate

, measurement nf the levels and gains of the onboard components. To include the im-
pact of the antenna some ground sites will be provided with artificial targets
which will permit calibration of the complete instrument. For the EAR modes these
targets m_,¢ be passive corner reflectors which can be positioned in an area of low
backscatter coefficient and sized so as not to overload the receiver. For the

scatterometer mode a passive target would have to be enormous to stand out against
the fixed area of 25 x 108m 2. Therefore an active target is being developed which
amplifies the received radar signal and retransmits it with a frequency shift.
The reason for the frequency shift is co separate the artific;al return from the

_ natural return of the surroundings, and thus to establish the prop, level at the
input to the radar receiver.

For the Radar Altimeter the problem of creating an artificial target is more

difficult, since the RA will have to squire and track, but th_ target will only be
in the beam a few tenths of a second. Some work is being done on a "Return Signal
Simulator" which will be used for on ground testing prior to launch. ,This will
accept as input a radar pulse and generate a return with the shape, duration and
spectral content chat would be expected from a sea sucface. 5s stated above this
is being developed for on ground ute prior to launch but i_ could form the nucleus
of an artificial target for use in flight. '

The geophysical calibration starts when the engineering calibration is com-
plete. Essentially it will comprise campaigns of ground truth measurements possi- !

bly coordinated with aircraft underflights. In advance of this campaigns are i
planned to develop and verify models and information extraction algorithms. 'l_e

first of these took place in 1981 using an aircraft SAR at X, L, and C bands. A i
large number of users participated but the main interest of ESA was the calibra-
tion exercise using corner reflector arrays at two sites. The next will be spe-
cifically dedicated to C-band scatterometer measurements and rill take place early ::

in 1986. Preliminary results tend to conform the models that have been used in
defining the Abll instrument, i

i3. INSTRUIqENTS FOR FUTUt_ MISSIONS

i:__ The instruments for ERS-I are nov yell developed and receive substantial re- i

sources from industry and ESA to build, test and fly. However there are areas in
which improvements can be conceived, and the ESA activities include basic techno- [i
logy development for next generagion instruments. For the SAg the primary lmice-
tion in performance due to the instrument is tha svath width. To achieve full ;

_ equatorial coverage requires five hundred orbits or almost exactly one _onth.
i
4
i
i
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: The evolution of many oceanic an_ climate processes occurs in days so a monthly

report cycle is too long to follow the developments of these processes. Of course
a complete global coverage at a resolution of 30 or i00 m would swamp most users

" with data, nonetheless the ability to image particular areas frequently is highly

desirable and some substantial improvements may be made by investigating the pos-

sibility of overcoming the ambiguity constraints. The first step is a _tudy of
the possibilities including antenna modifications, multibeam transmit and receive,

squint beams, and novel pulse modulation techniques. Following this evaluation

thc more promising techniques will be subject to a detailed analysis and possibly

breadboarding.

The scatterometer and altimeter are both required to operate over the whole

oceans which cover about 70% of the earth surface. Minimising the power consump-

tion is thu_ highly desirable. One technique which has been pcoposed for the

scatterometer is to abando the fixed fan beam concept and use a scanned beam, and

a very elegant way of scanning the beam is by changing the frequency of a frequen-
t" cy sensitive antenna. The bandwidth of the scatterometer signal is very small, a

few hundred kilohertz _ncluding the doppler shift. By suitable design

of the antennas the beam may be scanned over the full 40° range with frequency

sb[ft3 of several megahertz. By switching the full beam at the r=quired pixel

Lhere is a significant saving in required transmitted po_er. Additionally the
shape of the antennas, which using the conventional technique are long and narrow,

became neqrly circular which can relax the accommodation position. This topic is

the subject of future work which should lead to a more economic scatterometer
• design for future missions.

The radar altimeter is characterised by a very low duty cycle (2%). Thus a i

power amplifier capable of delivering 50W rf power is used to deliver one watt l

average. It is planned to do some technology work on long pulse systems, at both

instrument and component level with the objective of designing an altimeter with a

peak power low enough to use solid state amplifiers. As far as solid state

devices are concerned a pulse length of 20 us is the same as c.w. since the device i
thermal time constants are much shorter than this. Currently it is just within

the state of the art of FET technology to produce I watt rf power, and exploiting _i
this level in next generation altimeters is expected to simplify the front end t

design considerably, i

I
The primary instruments of ERS-I are active radars: the only passive micro-

wave inqtrument is the radiometer in the ATSR/M, which has been included as an aid i

• to the altimeter. Passive microwave radiometers can produce results which have an i

il autonomousvalue, an_maging_icrowaveRadiometerwasstudiedtoPhaseAlevelas 1

_I a candidate instrument for ERS-I but was not included. Like other microwave in-

struments it has a great importance _or all weather, night and day synoptic global

( covera__. This type of instrument is not pac=icularly demanding in terms of i

I m_crowave technology: it is big! Future work by ESA will incldde developing com-
t

-_ pact technology for the microwave receivers and developing instrument and antenna

_ concepts suitable for large antennas up to lOm diameter, and pushbroom systems.

: I
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L The topics of this symposium include tb_ troposphere: the instruments des-
cribed so far are directed towards measurements of the oceans and cryosphere, and

_. the intervening atmosphere is an embarassment! The imaging microwave radiometer
does contain higher frequency channels whose main objective is to allow correc-
tions to the low frequency measurement errors which are due to the atmosphere. In

_ the inversion process useful information about the atmosphere is also extracted.
Recognising the value of atmospheric research ESA is also doing technology
development for higher frequencies in the millimeter and submillimeter wave bands.

The latter is mainly driven by astronomy needs, but the millimeter wave work is

driven by t;,eneeds of atmospheric research.

4. SPACECRAFT REQUIREMENTS

As stated before the spacecraft resources required to _upport the various in-
struments are large. Since all these instruments are complementary each support-

ing the others in their contribution to earth and atmospheric observation, there

is a pressure to include as many as possible. The SPOT platform used for ERa-!

• has very little growth capability: the additional resources required Oy just one
more instrument would require such modifications that there _ould be in effect a

wholly new platform.

ESA h_s been studying in house the possible configurations of a large plat-
form. This conceptual platform for an Advanced Earth Research Satellite (AERS)
should exploit the full capability of the ARIANE 4 launcher. It would have accom-
modation for double sided SAR with a total payload mass of 2 tonnes and end of
life d.c. power of 7.6 kw from the solar arrays giving a possible 5 kw available

to the instruments. A topic rarely mentioned is the problem of data dissemina-
tion: the ERE-1 SAlt is as much constrained by the I00 Mb/s data rate limit as by
any other resource limitation. Future AERS will need a data rate in the region of

500 Mb/s and will require also a data relay capability in order to ensure the
worldwide availability of the data. Data relay experiments are planned between
two ESA platforms, EURECA and OLYMPUS_ which may lead to the implementation of
data relay on AERS.

CONCLUSION ,
L

This paper has addressed the activities under way in ESA in the field of

Remote Sensing of the Oceans and Atmosphere, and attempted to demonstrate the tom- [
mitment of ESA to providing the instruments required to explore this field form

space. This is a complete programme including the satellite and its instruments j
and ground support, and the data dissemination as the nucleus but also including
supporting campaigns of ground and aircraft experiment_ and studies for foUou-on
missions with advanced spacecraft and a range of advanced instruments. While ESA i

does not undertake scientific and applications analysis of the data products, ESA ,

J
is very concerned chat the product is of maximum value to the user community, and ]i
therefore has from the inception of the project involved the users in the defini- i

lion of the programme and the instruments. This involvement will continue through )the development, manufacture and launch of ERS-I and it is hoped that this 1
cooperation will result in the product supplied being of maximum value to the !
oceanographic and atmospheric user communities. !

f
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ABSTRACT

- The synthetic aperture radar (SAR) imagery from Seasat revealed

a rich tapestry of backscatter patterns from the su'face of the
ocean. Although still far from being fully understood, these pat-

' terns occurred on nearly all spatial scales accessible to the SAR,

that is, from its spatial resolution of 25 m to its full swath width

of i00 km. Furthermore, the backscatter signatures appear to reveal

a large variety of atmospheric and oceanic processes that occur above,

at, and below the ocean surface. Proper interpretation of these sig-

natures of varying scales with respect to their underlying geophysi-

_" cal causes is a major objective of SAR ocean research. Even now,

however, it is clear that SAR offers a unique means to monitor wind
and waves over global scales. A properly designed, configured, and

t_ complimented orbiting SAR system should yield substantial improve-

ments in operational forecasts vital to marine activities. Since

wind and wave information can be optimally extracted in the spectral

=_ domain, the name "Spectrasat" is proposed for this global collection
;. scheme.

_t
i. GEOPHYSICAL SIGNATURES IN SAR OCEAN IMAGERY

1.1 Back@round

Any geophysical process which directly or indirectly influences
the short 30 cm waves on the ocean surface will produce a signature

in SAR imagery (Beal, DeLeonibus, and Katz, 1981; Fu and Holt, 1982).

Figure 1 is a particularly vivid illustration of the variety of sig-
natures evident in a single 2 minute SAR pass (pass 1339, 28 September
1978). Some of these effects are easily visible in the spatial do-

main; others are much more obvious in the spectral domain. Moreover,
some signatures are instantaneous expressions of the wind field, while

others are the results of winds occurring many days previously and
thousands of kilometers distant.

1.2 A Seasat Data Base

Figure la, derived from an examination of Seasat scatterometer

wind fields over a several day period, shows the spatial and temporal

locations of two separate storm systems as they evolved during the

days just prior to SAR pass 1339. Both of these storms spawned

wave systems eminating from their centers, and propagating generally
toward the west, i.e., toward the SAR overpass region (Beal, Monaldo, ;

and Tilley, 1983). The southernmost "primary" storm was the more In-
tense of the two, and reached peak winds in excess of:20 m/s and peak
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(significant) wave heights of about 6 m (as measured by the Seasat

• altimeter) before subsiding. As this wave system approached the

East Co_st of the United States, the average wavelength was _200 m,

and the wave height had diminished to about 0.75 m.

Meanwhile, also from an examination of previous scatterometer

_ wind fields, a somewhat weaker, but spatially and temporally more
proximate "secondary _' storm had developed about i000 km from the

impending 900 km long SAP overpass. This wind field barely reached

15 m/s, and spawned waves of height 2 to 3 meters. Since the secon-

dary wave source was so much closer to the 3AR overpass, however,

the resulting wave field experienced rapid spatial evolution.

Figure Ib illustrates the area in the ivmed_ate vicinity of the

SAR overpass, which occurred as waves from both sources were propa-
" gating through the region. Figure ic sho_:s the northern third of

the SAR overpass. The _isplayed imagery is only 40 km wide by
about 300 km long, and was collected in less than 1 minute, but con-
tains much information on wind, waves, and currents.

1.3 Surface Current Boundaries

The Gulf Stream North Wall, as well as a number of mesoscale

eddies, are apparent as quasi-linear features just above the center

of the imagery. These small eddies are shown in greater detail in

Figure id. Current shear boundaries apparently excite the 30 cm

waves to provide a high contrast signature n the SAR imagery, par-

ticularly at lower (2-5 m/s) win_ speeds.
L

1.4 Surface Wind _a@nitude

The overall brightness of the SAR image is generally correlated
with the amplitude of the 30 cm surface waves, which in turn re-

sponds directly to the local wind. This relationship is most clearly

evident at very low wind speeds, where the 30 cm waves are effec-

tively extinguished. _ithough the amplitude of these waves may not

continue to increase indefinitely with wind magnitude, there is good

i evidence (from simultaneous aircraft and scatterometer measurements)
that the local average brightness (or radar backscatter) of Figure

Ic is strongly correlated with surface wind magnitude up to 13 m/s.
Figure 2 shows the correlation between scatterometer-deduced winds

and SAR backscatter over an entire 900 km pass length, of which
Figure Ic represents the northern third.

1.5 Surface Wave Fields

For long (50-500 m) surface waves, there is an apparent periodic
spatial modulation of the local wind-generated 30 cm waves. The mod-

ulation may be much less than the noise on the scale of a single 25 m

resolution element, but the spatial spectrum of the wave field is

generally well-behaved and homogeneous over tens and even hundreds

of kilometers. Extensive averaging over both wavenumber and space,

therefore, can reduce a very noisy background by as much as a factor

of 20 or 30, revealing extremely subtle modulations of only a few

percent. For example, Figure le illustrates the extensively
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Fig. 2 SAR backscatter magnitude versusscatterometer winds.

spatially and spectrally smoothed spectrum of a portion of Figure ld,
The noise has been reduced to the point where the primary (200 m

-- wavelength_ and secondary (100 m wavelength) systems are clearly dis-
tinguishable, even though the significant waveheight of each system

was under 1 m in this portion of the pass. With appropriate (and,

in the future, perhaps adaptable) filtering, the spatial evolution
of the dominant vector wavenumber can be tracked with mean residuals

_f only a few percent. Figure 3a shows the result of near-optimal

tracking of the primary wavenumber over 900 km, clearly showing

deep-water dispersion, refraction in the Gulf Stream, and shallow

water wa-elength shortening. Moreover, Figure 3b shows subtle per-

turbations of the wavenumber in shallow water which reveal the pre-

sence of subsurface mounts and depressions. The angular evolution

of the wavenumber accurately locates the (previous) position of the

wave generation sources. •
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1.6 Surface Wind Direction OF POOR QUALITY

The h_cizontal wind field at the surface of the ocean is neither

temporally uor spatially homogeneous. In particular, as the hori-
zontal com'_unent of the wind stresses the surface, it produces large

streaks of hzgher backscatter, aligned with the local wind direction,

and having spatial scales of a few hundred meters to a few km. At

the higher wind speeds, and when the water surface temperature ex-

ceeds that of the air, elongated atmospheric convection cells can

be established, with their long axes aligned with the wind. Both

phenomena exhibit asymmetric spa#ial spectra which c_n reveal the
direction of the local wind, when _roperly processed. A typical

example of such a wind direction signature is illustrated by the

asymmetric shape of the spectral energy bundle about the origin of

Figure le, or its higher wavenumber resolution _q_,_valent in Figure

if. In both cases, the minor axis is closely allgnud with the best
estimate of the local wind direction from the scatterometer. Figure

4 summarizes the accuracy of this technique for wind direction esti-

mation with respect to scatterometer estimates. On this pass at
least, the residual directional deviations from a smoothed estimate

of the local wind field are approximately equal when determined from

either the scatterometer or the SAR. Moreover, the SAR may be yield-

ing an estimate of the fine scale spatial spectrum of the wind field,
which could be useful in the understanding of scattero_.leter wind
field estimates.

275 j j j I I I I I I

225-- r' i_ • --

/
%el rms residuals

j • with respect to
175 IiO/ -- smoothed estimate. '
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Fig. 4 Various wind direction estimates.
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2. SOME PRACTICAL PROBLEMS AND CAVEATS

2.1 General Comments

As the above evidence clearly demonstrates, spaceborne SAR

_ possesses a fascinating ability to reveal current _oundaries, spa-

tially evolving directional wave spectra, and even the magnitude and
direction of the local wind field. Prior to Seasat, there existed

no satisfactory theory which would have predicted these results;
indeed, even now the experimeDtal evidence is forcing the theoreti-

cal advances. In spite cf these encouraging results, however, we
must still admit to a number of fundamental limitations in our

present state of knowledge.

2.2 Doppler Smear

One of the more controversial aspects of SAR concerns its limi-

tations for imaging moving ocean waves (see, for example, the Journal

of Geophysical Research Special Issue on MIRSEN, 1983). Being a

Doppler measuring device which implicitly assumes a stationary target

for precise focusing and location, a randomly moving ocean wave pre-

sents a particular challenge. In view of the results shown in Fig-
ure 3, however, this limitation is not necessarily devastating. The

Doppler motion is most severe for short waves travelling in the di-

: rection of the spacecraft; these waves are effectively smeared, or

filtered, in the SAR spectrum. The effect can be seen quite clearly

in Figure le as an absence of energy at the higher spatial wave-

numbers. Fortunately, in the pass discussed above, both the primary

and secondary wave systems are within the "azimuth passband" of the
SAR.

In future SAR systems, the only practical way of increasing the
azimuth passband (which is narrowest at high sea states) is to re-

duce the altitude of the spacecraft. A factor of four reduction over

the Seasat altitude of 800 km may be feasible with active drag com-

pensation; such a reduction could effectively eli;.,in_e the azimuth

smear problem. The upcoming Shuttle Imaging Radar experiment (SIR-B)

will offer an excellent opportunity to check this hypothesis.

2.3 Spatial and Temporal Coverage
p

Data rates from spaceborne SAR can be many hundreds of megabits !
per second; the problem is particularly aggravated by requirements i

for wide swaths and high resolution. Construction of a _ynthetic

aperture in real time, on board the satellite, has been consequently !

; frustrated by both t_e overwhelming data rates and the required size

. of the processing and storage arrayc. Yet, for both wind and v_.ve

spectra, especially in deep water, the actual information rate is Ii

_ trivial - perhaps a kilobit per second. Moreover, there is good evi- !

dence that reliable wind and wave spectra can be generated over spa- I
. _ tial dimensions of under i0 km. One might therefore envision a SAR I
--_ system sampling the global wave field very much as the Seasat scat-

A terometer sampled the global wind field, that is, with 500 km equa- i

torial spacings between tracks, and repetitive coverage every threedays. Although such coverage is less than ideal for detailed storm I

' tracking, it is at least consistent with the scatterometer coverage,

24
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and is probably the best that can be expected with a single satellite.

2.4 Auxiliar_ Data Sources

Probably the primary rationale for orbiting a narrow swath SAR
would be for the collection of global wave spectra. By themselves,

these spectra would be of little value, but as a supplement and

periodic update to a global wind-wave forecast model, the impact of
actual measurements of directional spectra could be revolutionary.

For example, present wave generation models in operation around the
world are in gross disagreement with respect to the directional

properties of waves generated from even the simplest wind fields

(c.f., the Sea Wave Modelling Project "SWAMP", in press). There are

no good data on the large scale directional evolution of wind-driven

waves, and therefore no valid criteria for the acceptance or rejec-
tion of particular models.

This dilemma could be solved if there existed a comprenenzi,,e

set of evolving winds, together with their resultant evolving (direc-

tional) waves. The SAR, although capable of precisely tracking the
magnitude and direction of the dominant wavenumber, has generally

proven elusive with respect to an estimate of the total wave energy.

_" The problem is aggravated both by the Doppler smear effect present

_ in existing data, and by the absence of accurate and comprehensive

:' independent estimates of wave energy. Concurrent altimeter estimates

_; of significant wave height will probably be of value in calibrating
_ the SAR relative directional spectra in an operational ccnfiguration.

l

3. SPECTRASAT: ITS MAJOR CHARACTERISTICS

3.1 Motivation for Pro os_

"Spectrasat" is an initial attempt to define the major proper-

ties of a SAR satellite specifically designed for the global collec-

tion of ocean wave spectra. Although the initial version of Spectra-

sat can be quite explicit, many of the design parameters are tenta-

tive, pending an analysis of SIR-B results in 1985 and 1986. Never-

theless, it is important even now to define a "strawman" version of

Spectrasat, both to stimulate debate, and to aid in the design and
analysis of future SAR ocean experiments.

3.2 General Characteristics
!

Spectrasat should be a low (200-250 km) altitude satellite, with

active drag compensation. The instantaneous ground swath need be

sufficient only for a statistically reliable transform, probably of
order I0 km or le_s. This small swath will allow a greatly reduced

(with respect to Seasat) along-track antenna dimension, probably

only 1 to 2 m. The potentially overwhelming data rate problem is
consequently alleviated, not only by the reduction in swath, but
also possibly by sparse sampling of the spectra, similar to the

" scheme planned for the European Remote Sensing Satellite ERS-I in its

sampled Wave Mode. Global sampling strategies will depend mainly on
the scale size of storms in the open ocean, and on whether oceano-

graphic significance can be attached to the observed fine scale
(<50 km) evolution of the dominant wave vector.
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An adaptive sampling strategy, built around an onboard buffer
storage and electronically steerable antenna beams, could allow in-

creased sampling in the vicinity of developing storms, and a commen-
surate decrease in the more benign regions• Spectrasat, or an ex-

perimental precursor, should operate in the presence _f NROSS (Navy
Remote Ocean Satellite System), ERS-I, or some similar global wind

measuring system, so that its directional wave spectra may be in-
terpreted in the context of a simultaneously developing global wave

forecast model. Indeed, the ultimate test of Spectrasat will be to

significantly improve the wave forecast model through the addition

of actual directional wave measurements. Figure 5 illustrates the

basic geometry of the proposed satellite.

Satellite
velocityvector

/
--[-'--'--_ Antenna ORIGINALPAGEIg

Len_h 2 m OF POOR QUALITY '_-

Width 1 m

Altitude
200 km

/ /
10 km x Id km / ,
spectralpatches / //

/ /
/ /

/ /
i

/
; / /

," / /

/

• , , aP,
Fig. 5 Spectrasat basic configuration. i
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3.3 Some Questions to be Resolved

Determination of the major system characteristics of Spectrasat

will naturally require a detailed design study. Of particular im-

portance will be

i. the type and complexity of active drag compensation,

necessary because of the very low altitude,

2. the required transmitter power, considering the smaller
swath, smaller antenna, smaller range, the poosibility

of operating at a shorter wavelength (C-band), and the

fact that substantial spectral and spatial averaging

should be possible, and

3. the feasibi[ity of on-board processing, given the smaller
swath; the reduced azimuth compression ra_io resulting

from both the shorter transmitter wavelength and the pos-

sibiiity of presuming; and the insignificant range curva-
ture resulting from the smaller swath.

"' Of equal importance is the question of Dopple_ smear, which in

Seasat resulted in a lack of response to azimuth-travelling waves.
Since theoretical models have not been very impressive in predicting

the quality of SAR wave imagery, we should await the results of a

decisive experiment, such as SIR-B, to verify that the lower altitude
wi_l indeed restore the necessary azimuth response.

: Finally, it should be emphasized that many of the quantitative

results summarized here are necessarily tentative, since they are

based on an analysis of only one data set from Seasat. A comparable

analysis of several data sets should be a prerequisite for extending
the results more generally.

4. CONCLUSIONS

I and interpretation of precision processed SAR waveAnalysis

imagery from Seasat over the past five years demonstrates a unique

i ability of SAR to monitor the large scale spatial evolution of the

directional wave spectrum, directional properties of the wind field,
and locations of current boundaries. Moreover, the geometry of

Seasat (particularly its relative_l high altitude and large swath)
was not optimally chosen for the collection of global wave spectra.

Many of the limitations of the Seasat SAR, therefore, were very

likely not fundamental to the Doppler technique, but rather peculiar

to the Seasat SAR parameters.

It is now appropriate to consider a dedicated SAR mission, not
dictated Dy altimeter, scatterometer, or even SAR imagery require-

ments, but optimized solely for the acquisition of SAR ocean spectra.

Such a system will be much simpler than Seasat, orbit at a much lower
altitude, cover a much narrower swath, require less antenna area, 1

consume less transmitted power, and permit an on-board, near-real-

time processing capability.

.... ... .____. .... ,
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Although such a mission should be unconstrained by other instru-
, ment requirements, it must nevertheless operate in the presence of

a simultaneous altimeter and scatterometer mission. For only by syn-

ergistically combining the outputs of each of these sensors will we

make significant progress in the global wave forecasting problem.o
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I. ABSTRACT

Present technology allows radiometric monitoring of the earth ocean and atmosphere
from a geosynchronous platform with good spatial, spectral and temporal resolu-

_- tion. The proposed system could provide a capability for multispectral remote
sensing with a 5U m nadir spatial resolution in the visible bands, 250 m in the
4um band and 1 km in the 11_m thermal infrared band. The diffraction limited tele-
scope has a l m aperture, a 10 m focal length (with a shorter focal length in the
infrared) and linear and area arrays of detectors. The diffraction limited resolu-
tion applies to scenes of any brightness but for a dark low contrast scenes, the

! good signal-to-noiseratio of the system contribute to the observationcapability.
The capabilities of the AGP system are assessed for quantitative observations of
ocean scenes. Instrument and ground system configuration are presented and pro-
jected sensor capabilities are analyzed.

2. INTR{:P.'ETION

An advanced Geosynchronous Platform, called AGP in the rest of this paper, can
provide ;igni[icent new observation capabilities in the Visible and Infrared
spectr-; reg':onfor studying the oceans, land and atmosphere (Otterman, 1983).
A satellite at an altitude of 35,870 km in an equatorial orbit will move in
syn_h,onism with the earths rotation and thus appear to hover over a fixed point
at the equator. The primary advantages that result from geostationary observ-
atlor,soccur because the earth appears to be stationary under the satellite.
The unique capabilitiesthat re_!t are:

observation,on demand, of approximately one-fourth of the world
-_ observation of sh,_-tlived events
_ observation of diurnal variations
- higl spectral resolution,when desired
' high signal to noise
'-_ interactive data acquisition

; constant off nadir viewing

• The primary limitations result from the high altitude required for geostationary

observations (35,878 km) and the fact that the satellite can only hover abovethe equator. Even using a very large sensor with a I meter aperture, a realistic

._. AGP can provide only modest spatial resolution and because of diffraction effects
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the reselution is wavelength dependent, as indicated below:

Spectral Band InstantaneousField of View (IFOV)

0.4 to 1.0 um 50 - 100 Meters
1.0 to 2.4 _m 100 - 200 Meters
3.5 to 4.2 um 400 Meters
10.5 to 12.5 um 1,000 Meters

The major advantages an AGP may offer for ocean observations will derive from its
capabilities to: observe desired areas on demand with optimized observation inter-
vals (from minutes to days); interactive observation, i._. the experimenter can
modify observations based on the results of prior observations, optimization of
spectral band selection; and optimization of dynamic range and signal-to-noise
ratio.

__ 2.1 Geometric Observation Considerations

The constant location above the equator will lead to observation with oblique,

but constant, view angle (nadir angle). This also leads to an increase in the
Inst_mteousField of View (IFOV) which corresponds to a reduction in resolution
as indicated in the following table.

NADIR ANGLE DISTANCE FROM NADIR + LAT/LONG. INCREASE IN IFOV
DEGREES KM DEGREES %
I0 93O 8 2
30 2,800 25 15 :
40 3,800 34 30
50 4,800 43 50 :
60 5,800 52 100

2.2 Microwave Observations

Passive microwave observations are not likely to be very useful for ocean obs_rva- i
tions from an AGP because of the diffraction limited resolution that can be ._
achieved with real apertures as indicated _ the following table: i

$

Aperture !

Wavelength (cm) Frequency (GHz) 4m 15m i
i

IFOV in km IFOV in km
I
!

• 21 1.4 2,300 600 I
- 5 6 540 145 }

1.5 20 150 40 1

Synthesized passive apertures to achieve reasonable resolution will be ve_ dlf-
ficult to achieve and active microwave sensing, such as with a synthetic aper- I
ture radar is exceedingly dlfficult to do at a range of 36,000 km. Therefore, !

, there will be no further consideration of microwave sensing from an AGP in this I

paper, i
x

................. i ,

•
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3. SYSTEMCONSIDERATIONS ""

Present launch vehicles can deliver a very dt_d payload to geosynchronous
orbit. The AGP will reqire a high performance, heavy, three axis stabilized

: space craft carrying a large earth viewing telescope as its primary sensor. A
well designed three mirror system can provide the desired field of view with
diffraction limited performance over the spectral range of 500 nm to 13 micro-

' meters.

, 3.1 Sensor Confi_uratior.

The weight of a telescope tends to grow as the cube of the aperture diameter.
The diffraction limited performance grows linearly with the aperture. The
cost of a large diffraction limited moderate field of view instrument grows
very rapidly with aperture. All of these considerations tend to limit the
maximum aperture to something on the order of 1.6 meters (_e_kin-Elmer, 1975,
Itek, 1975). In an effort to keep the probable cost of an AGP for ocean observa-
tion to moderate levels this paper will concentrate on a sensor with a I meter
aperture and selectable focal leogths of 3, 5 and 10 meters depending upon the

T- detectors used and the spatial resolution desired. Figure I shows a simplified
profile view of the sensor.

SIMPLIFIED PROFILE VIEW

_7 "_UNS}b_I.'V [3COM .MOTOR M_IN RING
,' z' ASSY TITANIUM

t , '_,_:'/-_ZI'_._".._ /_."-"*
_/ /ATTACH- r_=.-- _ # "0 )

_--z-_--L--=_-_-_5._",' " i' - , . , .-- _:'-.. / T.u,,
t!il!,!,t ,, ,, , , IN

, ,1, i I , , __ li
- _ i I _ --_--_- ,- _ ,
- _"-' I It I ' '- _//_t |1 !

/ O(3_J_ ' i l MET II ELECTROI_3CS

/_l] _._t. ', , '

/ / d ""-" "HEAT PIPE i

I_TERMEDLAT£ ";'OR i

_'. FOCAL PLANE

_ Figure i ,

3.2 Diffraction and Modulation Transfer Function Considerations
£

The sensor design is dominated by diffraction considerations. An imaging radio- I

meter must have a high Modulation Transfer Function (MTF) if it is to produce 1
accurate measurements of the scene radiance. MTF is a measure of the relative
response of the system to a sine wave modulated input radiance at various spa- i
tial frequencies to that at very low spatial frequencies (almost DC). Figure 2 !
shows how the diffraction limited MTF varies with the spatial frequency of I
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objects in the sceen in angular units of X/D per c)cle, where X is the wave-
length of the light and D is the diameter of the sensor aperture. The central

:< obscuration is the blockage in the center of some telescope designs. The design
propesed for thu AGP has zero hlnckage.

In this paper diffraction limited performance is generally defined to occur when
_ zhe IFOV = 2.44 },/D. That corresponds to a diffraction MTF of 0.73 and is shown

at a value of 4.88 Angular Units on Figure 2. Figure 3 snows the diffraction
limited resolution as a function of wavelength and clear aperture diameter.

DIFFRACTION tlMITED MTF "DIFFRACTION LIMITED" RESOLUTION
FROM GEOSYNCHRONOUS ORBIT

4-- I! IfII_

< / I _=,,! i I I " i___1__]]_
I "_ / l __ r ' ' ! / #"iii!i!!
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ANGULAR UNITS PER CYCLE • IFOV IH METERS
i ATMOSPHERIC WIN{)OW_ IFOV 36 • 10' - 244k mA

ONE ANGULAR UNIT iS EQUAL TO _) RAOIANS | - - -

•; A;'EL[,'_G Ti ;
f) _ OIAMETER OF APERTURE

Figure 2 Figure 3

The overail or system MTF is the product of all the elements in the imaging chain
and includes the following elements. The value given for each element refers to
the response to a signal with 1/2 cycle equal to the IFOV, often referred to as
the Nyquist frequency.

Diffraction--0.73
Detector size--0.64
Smear--0.85, due to detector motion during integration time

- Diffusion--0.95, due to cross talk in the detectors
Optical Quality--0.g, due to aberations and optical imperfections

_, The system MTF is the product of all terms and equals 0.33 at the Nyquist fre-
am quency. This is a value that will allow radiometric measurements to be made of
=- objects larger than 3 to 4 IF0V's. In orbit the effective MTF is further reduced
i, by the atmosphericadjacency effects in which the atmosphere, especially aerosols,
._ scatter light into the signal path and thus reduce the contrast and in turn the
" MTF.
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" 3.3 Multi spectral Linear Array Approach

The scene radiance in the focal plane of the optics will be selected by dichroic
beam splitters and selection mirrors to transfer the desired spectral channel to
the appropriate detectors. Reimaging optics will be used to reduce the effective

' ._Imlze the performance in chosen spectral"- focal length to 3 or 5 meters to n�+"
regions or to provide a desired field of view. Silicon linear array detectors
which can cover the ,isible to near IR (VIS/NIR) spectral region from 400 nm to
1,000 nm are in production with dimensions of 15 micrometers c. less and with
array lengths of from 1,000 to 4,000 detectors. These detectors will provide

: an IFOV of 50 m in the visible using a I0 meter focal length telescope. Using
arrays with multiple lines of detectors on a single chip plus beam splitters will
allow the scene to be observed in 12 or more spectral baads in the VIS/NIR re-
gion. The number of detectors in the total array will determine the field of
view of the system. Total array lengths of from 4,000 to I0,000 detectors are
reasonable and will provide a field of view of from 200 km to 500 km. Imaging
these arrays thru the 5 m focal length optics would provide an IFOV of lOOm and
a FOV of from 400 km to 1,000 km. The line of detectors would be arrayed in an

_. east west direction and the spacecraft would scan north and south at the appro-
I priate rate to acquire the full scene. As is discussed in a later section the

:! scan rate will be selected so as to achieve the required signal-to-noise ratio.

! Detectors are under development in the Short Waw IR (SWIR) region, between I and

2.5 micrometers,with dimensions of 30 micrometers and array lengths of 512 detec-tors on a chip. These detectors can provide 100 m IFOV using the 10 m focal
length telescope and 200 m IFOV using the 5m focal length. Using from 2,000 to
5,000 detectors in a line is reasonable and will provide a FOV which is the same :
as that provided by the s_licon detectors. A variety of detector systems are
under development for this spectral region. Paladium Silicide, Indium Antimonide
and Mercury-Cadmium-Tellurideare a11 under development. Use of beam splitters
and spectral filters on the chips should a11ow 6 to 10 spectral bands to be ob-
tained in this region.

|

The 4 micrometer Mid IR (MIR) spectral region can be covered by detectors produced
from PlatinumSilicide, IndiumAntinomide orMercury-Cadmium-Telluride. Detectors (
in this spectral region will probably be larger, on the order of 50 micrometers i
on a side and can provide a 400 meter IFOV. It should be feasible to divide
the 3.5 to 4.5 micrometer region into 2 bands if desired. The FOV could match
that of the other bands. The use of this band in daylight is complicated by the i
fact that the reflected sunlight is similar in intensity to the thermal flux 1
emited by the scene. I

I
The Thermal IR (TIR) spectral region between 8 and 12 micrometers can be covered
by Mercury-Cadmium-Telluridedetectors and will probably be about 100 micrometers I1
on a side. This will provide an IFOV of I000 meters with the 3 meter focal length

telescope and a FOV similar to the other bands. It should be reasonable to in- !
cluue 4 to 6 bands in this region. I

I
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The following Table shows FOV, IFOV and Data Rate considerations fgr the MLA
System.

Number of Detectors/Band Data Rate* KB/SEC

Field of View Spectral Region Spectral Region
IFOV (M) IFOV (M)

VlS/NIR SWIR SWIR MIR TIR VlS/NIR SWIR SWIR MIR TIR
KM Degrees 5_ _ _ TO-O- I,--O-CJO 50 _ _ 4i)-0- I_0

200 + 0.16 4,000 2,000 1,000 500 200 2,000 500 125 50 4
500 ¥ 0.4 lO,OUO 5,000 2,500 1,250 500 5,000 1,250 312 125 10

* SCANVELOCITY = 2.5 km/sec and 10 bits/Pixel.

3.4 Alternative Focal Plane Systems

There are other techniques to provide the multispectral sensing required for ocean
observations. The preferred approach depends upon the desired spatial resolution,

; spectral resolution, number of bands, and field of view.

--Imaging Spectrometer

If a large number of moderately high spectral resolution bands are desired, espe-
cially in the range from 400 nm to 2.5 micrometers at relatively low spatial reso-
lution, i.e. 200 to 400 meters and modest FOV, i.e. lOOkm, then an imaging spec-
trometer may be the preferred approach. Using this technique the VIS/NIR region
can be partitioned into 60 bands of i0 nm spectral bands width each and the SWIR
region into 60 bands of 20 nm spectral band width each. In this technique the
scene is first imaged on a slit. The image passing through the slit is collima-
ted, dispersed by a prism or a grating, and then reimaged onto rectangular arrays
of detectors in which one dimension of the array is spatial and the other is spec-
tral. The required reimaging and spectal dispersing systems are large and heavy
and thus will be limited to applications with moderate spatial resolution require-
ments.

--Area Arrays

If very high spectral resolution is desired, i.e. less than I0 nanometers, but a
moderate number of spectral bands are desired, a simpler technique is available.
The scene is imaged onto an area array of detectors through a spectral defining
filter mounted on a filter wheel selection device. This approach provides good
geometry to determine the relative position of objects and thus simplifies deter-

- mining relative motions of clouds and water. Its major virtue is that since an
entire scene is imaged at one time very long integration times can be used which

_._ allows the use of correspondingly narrow spectral intervals. Silicon arrays
- _ covering the VIS/NIR region are presently available with 256 x 256 detectors on

30 micrometer centers, and it is reasonable to project that arrays of 1024 by1024 detectors will be available in the near future. It is reasonable to project
_ thp development of arrays of 256 x 256 in the SWIR band and 128 x 128 in the 4

._ micrometer band.
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( The following table gives a feel for the IFOV's, FOV's and data rates that such

c area arrays could provide in the AGP sensor.

Spectral Array Detector Focal IFOV FOV Data Rate
Region Size Size Length (m) (km) MB/S
(m) (m) (m)

t

.4 - 1.0 1024 x 1024 30 I0 I00 I00 21
5 200 200 21
3 36O 370 21

.4 - 1.0 512 x 512 30 I0 I00 50 5.2
" 5 200 I00 5.2

3 360 185 5.2

1.0 - 2.5 256 x 256 50 5 350 90 1.3
T- 3 580 140 1.3

3.5 - 4.2 128 x 128 50 5 350 45 .3
3 58O 75 .3

*AT i0 BITS/PIXEL, READOUTPERIODOF 500 ms

3.5 SiQnal-to-NoiseRatio Considerations

An AGP can provide an excellent signal-to-noise ratio in narrow spectral bands
over a wide range of illumination conditions. This can be done by controlling
the time a detector look at a. given area (IFOV) so as to build up an adequate
signal level which is then digitized and sent to the ground. In the VIS/NIR and

" SWIR bands the detectors can be considered photon counting devices (with the
appropriate quantum efficiency) and the preamplifier and dark current noises are
small, typically under 100 electrons. The dominent noise component for signal-
to-noise values greater than 100 to I is the shot noise or random fluctuation of
the signal flux during the integration time which varies as the square root of
the number of signal electrons.

There is a maximum number of signal electrons that can be measured at any pixel
in a scene for a given detector system before the data saturates or becomes too
nonlinear to calibrate. Linear arrays often have a maximum capacity of about
200,000 electrons and a noise level in the order of I00 electrons. Area arrays

:_r often have a maximum of 300,000 electrons and a noise level of 200 to 300 elec-
trons, or more.

The analog-to-digital converter is another source of noise in the system. The_.
quantizing noise is equal to the quantizing step size divided by the square
root of 12. The quantizing step size is equal to the full scale signal divided
by 2 to the nth power, where n is the number of bits in the analog-to-digital
converter. Another, harder to quantify, source of noise is due to calibration
errors and is discussed in another section. The noise contributors combine as
the square root of the sum of the square of the noise sources.

J
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The following table gives some typical values for the systems.

Sional to Noise Ratio Quantizing Noise (Electrons)

Full Scale = Se
Se

Numh-erof Number of Noise Electrons (Ne) Number of Bits in A D
Signal
Electrons 100 200 300 500 8 10 12

500,000 700 680 650 580 560 140 35
: 300,000 550 530 500 420 340 85 21

100,000 300 270 230 170 110 28 7
50,000 200 170 130 90 56 14 4
30,000 150 120 100 60 34 9 2
10,000 70 45 30 20 11 3 -

_. 5,000 40 24 16 I0 5 2 -
3,000 27 15 I0 6 3 i -
1,000 9 4 3 2 - - -

' The Number of Signal Electrons (Se) can be estimated using the following relation-
ships:

Se = ((S-Ta.CosZ + Na).R.Tas + Np) n.To Fb-Tf.Qd.Ad.lt (I)
, T

Ns : (_.Ta.CosZ + Na).R.Tas (2)

All of the variables may vary with the wavelength, k, of the radiation with the
exception of the solar zenith angle.

S Solar irradiance in number of photons/sec/cmZ/nm at top of atmosphere
Ta Transmission of the atmosphere to the surface
Z Zenith angle of sun
Na Atmospheric radiance, number of photons/sec/cmZ/sr/nm scattered onto the surface

from the atmosphere
R Reflectivity of target
Tas Transmission through the atmosphere from the surface to the sensor
Np Radiance added by the atmosphere to the signal in photons/sec/cmZ/sr/nm

._ To Transmission of the optics
f# f numher of optics = focal length/aperture

L Fb Bandwith in nm of spectral defining filter
- Tf Transmission of the spectral filter
C Qd Quantum efficiency of the detector
_" Ad area of the detector in cm2

It Integration time in seconds i
Ns Surface radiance in photons/sec/cmZ/sr/nmabove the atmosphere i

_P' There is a complex interrelationshipbetween many of the atmospheric terms, espe-
cially the atmospheric path radiance, which is a function of wavelength, sun

i._ angle, angle to sensor, target and surround reflectivity, and the sta_e of the I
'°_ atmosphere.
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The following table gives representative value for some of these parameters,

Sample calculation of SignaJ-to-Noise Ratio (S/N) and Noise Equivilent Delta
Reflecti vity (NEDR)

S Ta Z Na R Tas Ns Np f# Fb Qd Ad It Se S/N NEDR
_m xlO 1:_ xlO 1-_ xlO 1"_ xlO 13 xlO -_ xlO -3 xlO 3 %

.45 44 .7 30 3 .1 .7 .8 3 10 20 .7 2.2 40 110 315 .15

.45 44 .6 60 2.5 .] .7 .47 3 10 20 .7 2.2 40 100 301 .25

.55 47 .8 30 2 .05 .8 .49 2 10 20 .8 2.2 40 80 265 .I

.55 47 .6 70 1.5 .05 .8 .18 2 10 20 .8 2.2 40 75 260 .2 "

.65 50 .8 30 I. ,n5 .8 .48 I. I0 20 .8 2.2 40 50 205 .08

.65 50 .8 30 I. S .8 4.8 I. I0 20 .8 2.2 40 i)0 425 .14

.75 47 .9 60 .7 .}5 .g .34 .5 I0 2(] .8 2.2 40 30 150 .08

.85 41 .q 60 .5 .05 .9 .29 .3 5 20 .5 2.2 80 90 285 .04
1.2 28 i 30 .2 .2 i 1.F1 .2 10 20 .2 q 80 120 335 .u7

" 1.6 19 I 30 .I .2 I 1.1 .I 10 40 .15 9 _(} 120 335 .07
2.2 9 I 30 0 .2 1 .50 0 5 40 .05 9 160 135 355 .06

Note, To = 0.5, Tf = 0.6 for all _ for these calculation
100 noise electrons assumed for S/N calculation

It should he noted that for a given set of scene conditions the items that can
be selected to provide the needed signal to noise ratio are primarily the optics
f number, detector size, spectral bandwidth and integration time. The geosta-
tionary orhit is unique in that it allows adjustment of the integration time to
allow the required signal-to-noise to be ohtained. In a low altitude orbiting
_tcllite the integration time must be less than the dwell time (IFOV/velocity)
and for a system with an IFOV of 50 m and a sub-point velocity of 7km/sec the
maximum integration time is 7 milliseconds. In geostationary orbit the integra-
tion time is fundamentally limited by the stability of the spacecraft and the
maximum signal that the detector can accommodate. The need to cover a given
area in the observation time allowed is also an operational limitation.

The Noise Equivelent Delta Reflectivity (NEDR) is that change in reflectance
which produces a change in the signal level just equal to the RMS noise of the
system. _, large object (say 6 x 6 IFOV's) with a change in reflectivity equal
to the NEDR would be detectable, but the precise locations of its boundary would

-C _,ehard to determine because the peak-to-peak noise is about 6 times the RMS
noise. To reliably observe a small object (say 2 x 2 IFOV's) would require an

_I NEDR 4 to 6 times smaller than the reflectivity difference between the object and
the background. The relationship between Signal/Noise and NEDR is given by the

__ following formulas using the notation from the previous table.

NEDR = R(Ns +N =
S/_),,. S/N R(Ns + N_) (3)" Ns • Ns • NED.

i Note that in the absence of any path radiance the Nci._eEquivelent Delta Reflec-

tivity equals the reflectivity divided by the signal-to-noise ratio.
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3.6 Calibration Considerationsr

• Calibration of the detectors may limit the ultimate signal to noise ratio that
can be achieved in the AGP system. A system that uses many detectors in eac_
spectral band exhibits stripes or banding in images due to imperfect calibra-
tion. A sensing system that uses only one detector per spectral band can have
calibration errors that lead to radiometric errors in the oata but all of the

data in a given band will be uniformly in error at any radiance level. In a
system with many detectors in a given oand, calibration errors lead to pixel to
pixel variations in output even if the input radiances a'e identical For many
applications of the AGP very good signal to noise performance is required, often
in excess of several hundred to one. As is indicated in the section on Signal-

_J •to-,olse Ratio, achieving such performance is feasible with the AGP because of
the freedom to select the integration time however calibration errors may pro-
vide the ultimate limit.

Preflight calibration is essential to provide information on the spectral band-
pass of the detectors and thelr absolute radiometric sensitivity. Variations
with time and launch induced effects must be measured while the instrument is in

orbit. Mary approachec to inflight calibration are available, but there are no
techniques that are fully satisfactory in providing the very precise detector to
detector calibration required to destripe the data and to provide the band to
band calibration or absolute calibration required for interpretation of the data.

One of the best calibration techniques is to till the aperture with difuse radia-
tion of known intensity. This can be done by d_ploying a difuse reflector in
front of the telescope and reflectinq sunlight from it into the sensor. The
primary problem with this technique is related to the problem of knowing how
the reflectance characteristics change with time. There now exist "Absolute
Detectors" whose calibration should be stable with time to measure the input

radiance, but it is difficult to apportion that among the spectral bands. There i
are also engineering difficulties in reliably putting a reflector in front of 1 i
meter aperture. The AGP may use such a calibration scheme, but it would be used '
only occasionally, perhaps every few weeks and the reflector would be enclosed
at all other times to minimize its reflectivity changes during the life of the !
mission. I

i:
The moon offers the posslbility of a good transfer calibration standard. It will
be possible to observe a fully illuminated moon every month and it seems reason-
able to assume that the moons' reflectivity changes only very slowly with time so !

- that changes observed during the mission can be attributed to sensor changes.

The short term detector to detector calibration will require internal calibration

systems using lamps or mirrors to inject a controlled radiance onto the detectors. 1
The fundamental problem in all of these approaches is to assure the uniformity, I

4 or knowledge of the variation, of the detector irradiance to one part in a few
- hundred and to be able to vary the irradiance levels and know their values to a I

fraction of a percent.
)

q

i
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4. APPLICATION CONSIDERATIONS

4.1 Ocean Color

: Many ocean parameters caa be acquired by observation of the surface color and
its change with time. The AGP can acquire data on the ocean color :n the spectral
regions from 400 nm to 1,000 nmwith spatial resolutionof 5{)to I0(_meters, spec
tral resolutionof 20 nm or less and with a signal tc nolse of hotter than ceveraI
hundred to one. Observation of d_rnal and tidal changes will be easy from the
AGP. Such observations can provide information on water p_llution, upwellings
and ocean nutrients. Sun glint can be either a problem or a source of informa-
tion of surface roughness from which surface winds can be deduced.

4.2 Ocean Temperature

The AGP can provide ocean temperat_ire data with a Noise Equivalent Delta Tempera-
ture of less than 0.5 degrees Celcius with some capability of correction for atmo-

_. sphere effects by using two or more bands in the I0 to 12 micron reglon and by
use of the 4 micron band at night. The ability to observe on demand will increase
the probability of getting data when the atmosphere is clear. The constant view
angles will make change detection easier, but the large _iew angles may limit data
usefulness at distances greater than 4,000 k_ from the nadir location of the

: AGP.

4.3 Atmospheric Interactions

The good spatial, spectral, and temporal resolution of the AGP combined with its
high slgnal to noise will offer a unique capability to observe the dynamics and
d_urna] interaction of the ocean and atmosphere. Selected test areas can he
observed hourly for many days coincident with ship and aircraft observations and
used to extend these observations to a much larger area. The real time nature
of the observation will allow using the AGP data to direct surface and air obser-
vers to regions of maximum interest.

The AGP will allow the detection of small clouds as they are being formed and to
observe how they change and move to provide informationon atmosphericwind fields
and other important parameters. Low level clouds are sensitive to heat, moisture
and other energy interchangesbetween the ocean surface and the atmosphere. Therei

is the possibility of learning more about these interactions by detailed observa-
_ tions of these clouds. Thin small clouds are difficult to detect because they

present a small reflectance change against a dark ocean background. The ability
:_ to optimize the integration time to build up the signal will allow the AGP to

_i provide the necessary performance even when the sun is within 20 degrees of
the local horizon.

[
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OF POOR QUALITY

r 5. GRI)UND SY,STEM

• The AqP systm-_ will consist of tahe satellite, a central ground r,_,_mand, control
and pr_prqcessin(j system and the exp_ri nentors ,_r users of the _ata at locations
,-onvenient to their facilities or e_perimental test sites. These user facilities

-- will interconnect to a central site via telephc)np lines or satellite communications
, _s appropriate. A communlcation link of between 5l) kb/s and a few mi]]ion hits
" per second will suffice for transmitting tOo data _n almost all experimenters.

_; possih]P scenario nf the operations follows. Low re_olution images of all of
the current test _itps would !),: distributed to tne appropriate experime.,ters
(_very few hours. Short range meteorological forecasts wo,_ld also he distributed
to _i# in the experimenters £che,hjlir, g their data rpque£tc,. These ac(]uisition
requpsts would be sent to the central facility b,v a computer-to-computer link.

The control center wodld establish the /;far ned ohservatlon sequence for the next
few hours, inform the experimenters of tne schedule and control the spacecraft
so as to acquire the data. The data wou_i h_ received at the centr,-,I facility,
calibrated, g_c,:,_trically located, and the desired _ata spot t,q the requesting
investigazn:s. All data would he archived in a form to allow recalibration with-
_,ut lo_s of any data quality. In most cases the processing and _ata distribution
woul,_ he done in _ear rea] time so that the data would he available to the experi-
,,enter within a few minutes of acquisition. It wodld h_ routine for an experi-
menter LO request a minor modification of the operation plan_, such as spectral
,hand se]ection, integration time adjustment, etc. as a result of one observation
in time to affect his next observation. Some experiments that require large area
coverage of high reso]ution data wil] not be able to receive toe data over a mod-
erate handwidth link. In t_,ese cases the experimer:t plan can call for distribu-
ting suhsampled or averaged data in near real time and sending the full resolu-
tior, data at a £!ow race or via mail. There will also be capahilities to support
guest inve_t-Jgators at the central facility w_o will be able to use the more
powerfu] comp'icing and display systnmS that could be located there.

i
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REMOTE SENSING OF AIR-SEA INTERACTION.

David Atlas and Erik Moilo-Christensen

Goddard Laboratory for Atmospheric Sciences

¢ _ NASA/Goddard Space Flight Center
Greenbelt, Maryland 20771

ABSTRACT

We set out a number of preliminary concepts for the measurement or

infe;'ence of fluxes across the air-sea interface through remote

sensing. All the methods are achievable from aircraft wlth

state-of-the-art technology. Only one is now ready for space
implementation. The focus Is on cold outbreaks. It Is possible to

T- infer sensible (latent) heat flux from the difference between initial
surface air temperature (vapor mixing ratio) alJd the downwind SST

(and corresponding saturation mixing ratio). The downwind growth
rate of the PBL as measured by lldar also provides estimates of

surface heating and the cross-inversion entrainment velocity. The
lldar also provide3 a measure of the depth of the inversion and its

= penetration by surface-forced convection; tills permits estimates of
the surface heat flux. Lldar and radlometrlc measurements of cloud

top height and temperature provide means of deducing the temperature
:_ sounding downstream so that heating may be computed with the aid of a

known sounding upstream. Vavor fluxes are measurable by differencing
total preelpitable water at two ends of a path measured by either IR I
or microwave radiometers. All the methods suffer from defieiences; r

these are dlseusaed.

I

I. INTRODUCTION

Th_a work attempts to advance our understandtn._ of possible methods for the
measurement or inference of fluxes across the air-sea interface _hrough remo_e "-_
sensing. We are concerned mainly with measurements from specs; however, the concepts
are ger,erally applicable to atrcraPc platforms as well. The problem is a d'_fftcult i

one for which there are no straightforward solutions. Much of the work In thls realm i
is therefore of a preliminary nature (Gautier, 1980) or deals with methods which are

I

,. applicable under restricted conditions (Chou and Atlas, 19C2). This piper Is an
_ extension of that of Chou and Atlas. It is also a synthesis of relatively re_ent ,

_ | findings and developments and a variety of untested concepts. Thus. the discussion t
- _ is speculative. 0
'! I

i|1 The bulk of the sensible and latent heat Fluxes over the globe o_cur over t_ worm twestern boundary currents during winter. For this reason, we focus on the phenomenon i
of the eo14 air outbreak. Indeed, we shall see that flux meaaurmenta and inferences b
are more readily made under such conditions.

_k
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2. METHODS OF ESTIMATING SEA SURFACE HEAT AND MOISTURE FLUXES

2.1 Downstream Horizontal Gradients of Surface Properties

We start from the premise that no remote sensing technique can sense potential

temperature (O) or vapor density (q) in the lower few tens of meters of the

_t,,o_phere. As a result, it is not possible to use the conventional bulk formulas

for ,he fluxes, such as an expression of the form for the flux of the property x

F = _Clx(z) - x(O_] (1)

Here, u is tre wind speed at "anemometer height" (usually at 10 m), C is a constant

tran3fer coefficient, and x represents either e or q. However, in cold outbreaks,

Chou ard A_'as (1982), (hereafter referred to as I), developed a method based on the

planetary boundary layer model of Stage and Businger (1981, a,b). They shcw that the
vertiea± gradient in the bulk formula can be parameterized in terms of the downstream

horizontal gradient. The resultant total heating of an air colLunn over the distance

of travel from the upwind shore is expressed by Eqs. (2) and (3) for sensible and
latent heat.

co x_

_- S= OCpZ-1 f CT(eO - 8)dx (2) E= @Lx-11 Cq(qo - q)dx (3)
0 0

Using the model of Stage and Businger, I showed that S ahd E are essentially linear

; with (_0 - 81) and (qo - ql), respectively. Here el and ql are the values of 8 and q
at the upwind shore (or the upwind end) of the path. Thus, given these values, a

measurement of the SST any place upstream of the cloud edge determines the sensible

heating S. The presence of clouds invalidates the results thus constraining the

method to the cloud-free region near shore. Similarly, since the SST determines the

saturation mixing ratio at the sea surface, knowledge of ql at the shore determines
the moisture and latent heat flux.

[

Fig. I is a nomogram for column sensible heating. Th=. abscissa, labeled "cloud free

distance" may be replaced simply by downstream distance provided it does not extend ',

beyond the upstream edge of the clouds. There is a s. ilar nomogram for latent

heating. In order to convert the column heating to a flu^ one must multiply by the

wind speed. Wind speed can be sensed remotely by one of the well known methods.

Note that the so, sitivity to downstream distance is small. For most realistic cases,

the SST (8 o) varies with fetch so that the SST implicitly includes the effect of ,,

distance, in any case, S may be estimated to better than +_ 25_ independent of .-_

downstream di,_tance, i

2.2 Downstream Growth of Boundary Layer i

One of the problems with the Chou-Atlas method is its dependence upon the lapse rate
at the shore end. However, for accuracies of-10% the lapse rate is not important. ',

:- For greater accuracy they suggest that one use the downwind derivative of the square 1

_. of the boundary layer depth ZB as a proxy for lapse rate. This would be a convenient I
way if Z B could be observed by lidar. As a good approximation for non-divergent

conditions, we may write i

Ii"
" dZ21dx = 2(1 + Ae)CT(e 0 el)/re (q)- 1

== 1
r_ where A8 is the entrainment coefficient, the ratio of the flux entrained across the I
"_ PBL inversion to the surface flux. Eq. (q) is plotted in Fig. 2. As can be seen I

from Fig. I the column sensible heating is most sensitive to the temperature

42

I

i ....... - i

1984019194-052



constrast (00 - el). Accordingly, to a good approximation, the curves of (80 -6 I)

in Fig. 2 may be replaced by isopleths of S. As a result, the quantity (dZB/dx)
becomes a more direct measure of sensible heating. More preczsely, following I

S = eCpx-l_ [0.51"e/11+ 2Ae)l[dZ21dxldx (5)
0

I I I I I ,o , , ,
(RHfor el = 3°C)

5 2O%
4 #o-#1= 23°CI

., E 3
u_

Z
P ,.
<_ c e

Z 10
LU ."

:. ,,-J 8 . s

O_ 6
z S

:E _ 50%'--" _' x ",,

T-.

I Fe=3"8_c/km J , "_" , ' 7 '= I
0 50 100 150 200 250 _ _ _ , a ,

• • 0 10

DOWNWIND CLOUD FREEDISTANCE,X (km} NnruLtm_muu._M_ UU'SE_ r0rc_

I. Hean column sensible heating (S) Fig. 2. Slope of Z2Flg.

between shore and downwind cloud free versus the initial

distance (x) versus x for various land potential temperature
air-sea surface temperature differences lapse rate ( Fo ) for

(00 - _ I) under non-divergent conditions various (e0 - 8 1) under
and initial potential temperature lapse non-dlvergent conditions.

rate of 3.8oc km-I (solid lines). Dashed (80 - 81) may be replaced
lines correspond to the cloud-free paths approximately by S the

for various surface relative humidities column sensible heating.
(RH) and initial shore surface air

temperature (01) of 3°C. Each cross ,
indicates a numerical experiment (after

Chou and Atlas, 1982).

Col_mn sensible heating is thus directly proportional to the average values of
_'_" (dZ_/dx). We assume that ZB is measured by lidar. Note that these results pertainB

to cloud-free regions.

2.3 The dejpth of the entrainment zone.

_ An interesting feature of the unstable marine boundary layer is the roughness at the
4 inversion and the depth of penetration of the buoyant elements into the stable layer.

Deardorff et al. (1980) have shown that these characteristics carry significant
in formation.

Fig. 3 shows the structure of the clear air portion of a convective PBL observed by
airborne lidar during a cold outbreak off the NE coast of the United States (Melfi et
al., 1983). The convection is made visible by the sea salt aerosols. In this case,
the turrets do not appear to grow with distance because the flight is parallel to
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_: shore and the section is normal to the wind. The organized structure is remarkable.

_ The turret tops correspond closely to the top of the inversion; the troughs to the
,_ bottom as shown in Fig. 4_
',7

Following Deardorff et al. (1980),

• Melfi et al._(1983) have computed the
parameters h, ho, h2, and Ah as shown BOUNDHpY L_YEP LIDQR

in Fig. 2. The quantity ho, \ • ,
• corresponding to the altitude

attained by more than 96% of the
turrets, represents the top of th_
well mixed layer at the base of the l
density inverszon; the height h2,
attained by 4% of the turrets,_is the I
top of the inversion, h is the

median height; Ah is the depth of _ _k

.the entrainment zone and the ' ,, ._,
inversion. Melfi et al. (1983), show --_-._..... ,

"- that

r
[(_/h0)- 1]= [(_,e,_/(_,e,)s] = Ae (6)

With lidar data of the quality shown _ • r_' _
In Fig. 3, it is now possible to
compute the value of A0 , rather than
ass_e it. Fig. 3. West-east verticaI cross section of

convective streets made visible to airborne
Assuming zero divergence, one can set down-looking iidar (0.53 ,J m waveiength) by

scatter from sea salt aerosols on January 20,
dZBldX = _elF (7) 1983. It took 5.3 rain to fly from left to

right (after Melfi et al., 1983).

where we is the entrainment velocity
and u is the wind speed In the mixed layer. Melfi et al. (1983), analyzed the

laboratory data of Deardorff et al. (1980), and showed that

(Ahlho)= 3(°°elw')05 (8)
If this laboratory experiment

simulates the atmosphere, then lldar

: should permit the estimation of both _ 22-- -L-Z-- _I__--___SSi_

the entrainment velocity, we, and _-
the turbulent vertical velocity

_- scale w, defined by _J _ k__ _ _ k,. IL

:_" (u [(gI@)((u'O')sh1113 (9) ////////////////////////_ "-" '"'-"

We see that w, is a function of the Fig. 4. Schematic showing the flow in the PBL

_ _surface flux (w'8 ')s and the height and the vertical profiles of potential

h. Clearly high resolution lidar temperature and heat flux.; see text (after
observations tell us much about the Nelfl et al., 1983).
unstable PBL and fluxes. Since both
the lldar schemes assume zero

_A

.. divergence, the results should be considered only as approximations.

I
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2.4 Measurements of water vapor ,'latent) heat flux.

The measurement of water vapor flux is done by measuring the vertical integrals of

vapor at both the ulwind =.nd downwind ends of the path over the ocean; the
difference i_ the integrated flux from below. Let the integrals over the column

be QI and Q2. The flux is then

Fq = _(Q2- Q1)X-1 (10)

There are at least two basic schemes of measuring the total burden of water vapor
(Q) in a beam extending from a satellite instrument to the surface. One operates
in the ZR; the other in the microwave band. Prabkahara eta!. (1979) have use(t
the 8 m to 9 m spectral window as observed by the Nimbus 4 Infrared Znterferometer
Spectrometer (IRIS) te measure the precipitable water over the oceans. They
report an accuracy of about + 15% (~0.45 g cm-2) rms and a measurement thresholdi

of 1 g cm-2 as compared to radiosonde data. Prabhakara et al. (1982) have also
shown that the difference in microwave brightness temperature between the 19 and
21 GHz channels on the Nimbus 7 Scanning Multichannel Microwave Radiometer (SMMR)

also provides a measure of Q. The latter method yields an rms error of 0.25 g cm-2
and a threshold of about 0.5 g cm-2. Gloc-sen et al. (1983) have used this

approach to map the global distribution of mean seasonal integrated vapor

Recent developments have stimulated the move to the 183 GHz water vapor absorption
line as a means of profiling water vapor radiometrica±ly (Wang et al., 1983).

Because of the strength of this line, it is believed that such a radiometer will

provide especially high accuracy and an exceedingly small Q threshold. At this

time, however, no quantitative estimates can be given.

For climatic purposes it is generally accepted that a precision of 10 to 15 watts

m-2 would be useful over times of a few weeks to discern significant changes. To
achieve a precision of 10 watts m-2 in the latent heat flux over a time of 104

sec. and over a corresponding path would require a precision of about 4 x 10-3 g

cm-2 in the measured difference in Q. This can not be done with existing methods.
However, it is thought to be attainable with the sensitive 183 GHz system (T. T.

Wilh_it, private communication). The smallest significant value of water vapor
worthy of detection is about 0.2 gcm -2. This is below the detection thresholds

of either the present methods, but it is probably achievable in the 183 GHz band.

By and large the effects of most clouds may be neglected. Only the large high

liquid water content clouds will contaminate the measurements.

In the case of cold outbreaks within a few hundred kilometers from shore, one may
assume that the air above the PBL is very dry. Accordingly, any downstream

i
difference in the column integral of vapor is attributable to flux from the ocean.

In other situations, however, it is possible that advectlon across the directiop

of the surface wind at levels above the PBL may contribute to the observed changes

in Q. In the absence of a high resolution water vapor profiling system such as

the DIAL lldar (Wilkerson and Schwemmer, 1983) it may be impossible to make the
needed corrections. _"_=_only reasonable alternative is to use a regional or

global circulation model (GCM) which incorporates a parameterization of surface
fluxes and permit8 one to compute advective fluxes above the PBL. Of course, the

accuracy of the model calculations is subject to question. However, one may

assume that they provide acceptable approximations if they simulate the essential

atmospheric features.
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• 2.5 Inferr!n_ temperature profiles from cloud features.

Another set of schemes to approximate the flux in cold air outbreaks are

illustrated in Fig. 5. Here, the basic idea is to deduce the change in the air

colu_nn as it moves from near shore out over the ocean. This is what Henry and

;, Thompson (1976) did over the Gulf of Mexico. But they used actual radiosonde

data. In oul case, there is no sounding available at the downwind end of the

path. Accordingly, the sounding must be made by remote sensing methods.

For this purpose, one may use the TE_PE_TURESOUNDINGS

; upwind cloud cage position. We assume

[ that all the changes in the _i ___¢ _

temperature and humidity profiles

occur in the PBL. Rad iometr ic

, measurements may be made of the cloud <-

top temperature near the upwind end of _ ._,_.\ic.i_i _

the cloud streets. Since the air in _

the PBL is well mixed, one assumes an

adiabatic profile from the surface to ,_ _,,_.sT_',_:
the cloud top as in sounding B in Fig. L_N_--I--_O(.EAN

_. 5. One can neglect the unctable
I

profile in the immediate surface Fig. 5. Schematic of downstream growth of

layer. The difference between the cloud streets in cold outbreak. Sounding

measured temperature profile at the A is measured at shore; B and C are

shore and that deduced at the cloud inferred. B is near upwind cloud edge; C

edge is proportional to the total heat where clouds suddenly penetrate

flux from the water. One can improve inversion.

the accu,'acy by taking account of the

entrainment acros._ the inversion layer

by increasing the estimate by about 20%. Henry and Thompson (1976) neglected this
effec t.

A serious problem is that the clouds at the upwind end of the cloud streets do not

usually fill the I km field-of-view of an instrument such as the TIROS-N Advanced

Very High Resolution Radiometer (AVHRR). Hopefully, a future satellite will have

better i[i resolution. At present, the approach is usable only from aircraft. The

resolution problem decreases as clouds grow larger downwind. But one then has to

estimate the temperature profile assuming a wet adiabatic profile from cloud base

to cloud top, and a dry adiabat in the PBL below cloud base. This requires

knowledge of the cloud base height as obtainable from a model.

When the surface heating has produced a potential temperature in the PBL which

exceeds the maximum temperature in the inversion, then the clouds will suddenly

break ' -rough the inversion as shown at point C in Fig. 5. The downwind position

= of this event marks the point at which the equivalent potential temperature in the

PBL is equal to that at the top of the inversion. The temperature profile there
is then known at least approximately.

The latter approach assumes that there is no change in the temperature profile

above the PBL from that measured at the shore line. Since this assumption is not

='.- always valid, the use of a lldar and a hlgh resolution raAlometer would provide

the height and temperature coordinates from which soundings may be extrapolated

downwards. We may assume that we have some measure of SST from prior measurements

'_ in clear alr or from microwave observations. The SST provides an upper bound to

_* the surface alr temperature.
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Our problems should be alleviated in the future through the use of lidar sounding

techniques in the absence of clouds (Korb and Weng, 1982; Wilkerson and Schwemmer,

1982). Unlike passive methods, active sensors should be capable of giving

vertical resolutions of I km for temperature and humidity from spacecraft and
better resolution from aircraft. (Much higher resoluticn is achievable in

measuring boundaries of clouds and aerosol layers.) The present spacecraft design

studies consider instrument systems that require considerable time integration.
This in turn, limits the horizontal spatial resolution to some 200 kin. At this

scale, the appearance of significant cloud cover anywhere along the path would

contaminate the measurements. Unfortunately, we do not anticipate a lidar

capability for tilemeasurement of vertical profiles of temperature in the lowest
few tens of meters.

2.6 Measurements of wind stress at sea surface.

For" wind stress observations scatterometry has been proven to work under a range

of wind conditions. However, work is needed to find optimal algorithms during
-. cold outbreaks. Such conditions involve high winds, often above 20 m/s, and

rapidly developing wave fields and boundary layers. Not only is there convective

overturning in both the air and the water, but the mechanism of generation of

: turbulence in both media depend upon the waves, so that the mechanism is different

from the turbulence generating process in the boundary layer of a rigid surface.
This was reported by Donelan et al. (1983) and Kitaigorodskii (1983). One should

therefore expect that one would have to take both the wave field and the wind into

consideration when one attempts a parameterization of stress. Fortunately, under

most conditions, the winds and the waves are related; thus a single parameter

representation may be sufficient. But it may be inadequate under strongly
developing waves where wind and waves are far from equilibrium, such as during
cold outbreaks.

Breaking waves also create streamwise vorticity in the water, and the orbital

velocity field of the waves stretch and compress this vorticity, causing
turbulence production through vortex breakdown and shear instability. The
measurements of Cavalieri under cold outbreak conditions in the Northern Adriatic

(personal communication) shows that the shear stresses in the water can reach five

to ten times the value given by conventional parameterizations based on wind

speed.

Added to this is the fact that waves carry momentum. So the wind stress on the

-$ water surface will be found partly in the mean velocity field in the water
_, boundary layer and partly in the wave field. Waves transport momentum at grou_

velocity, so that momentum introduced into the water by wind stress can be

converted to mean current far away from where the stress was put in.

Scatterometry may still be a good method for measuring wind stress, since the

-Jq short waves that the scatterometer observes are generated locally, although, of
course, they may be affected by wave breaking and water turbulence.

-_--- 2.7 Possible inferences of ocean effects.

Cold outbreaks cause cooling of the water, equal in heat to the heating of the

atmosphere, and the overturning may reach to great depths. Horizontal variations

in cooling lead to mean density gradients and thus to currents. After a

particularly cold winter the effects may be dramatic; for example, after the

• winter of 1976-77 in the eastern U.S., Worthington (1977) showed that the speed of

the Gulf Stream had reached an all time high.
47
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However, few of the oceanographic consequences of cold outbreaks will be

observable from satellites. It zs therefore especially important to make the most

out of the atmospheric observations so that one can relate total heat transfer,

total evaporation and wind stress to changes in oceanic stratification and
excitav.ion of oceanic motions. This will have to be done through numerical

roodeling.
i

Y
• _ 3. CONCLUDING REMARKS

We have attempted to gather a variety of concepts for the measurement or inference

of the energy and vapor fluxes across the air-sea interface under conditions of

unstable cold outbreaks. These proposed methods are summarized in the abstract.
By and large, tne techniques permit us to infer fluxes through the observation of

, th_ _t'fects of the transports on the atmosphere such as the progressive downstream

heating, moistening, and growth of the planetary boundary layer and associated
: cloud formation. The observed evolution of the PBL is related to the fluxe_

through the use of numerical and analytical models. The measurables include

surface wind speed, SST, the downstream slope of the PBL as observed by lidar, the

roughness and depth of the PBL inversion also observed by lidar, and precipitable
- water vapor as observed by either IR or microwave radiometry.

None of the concepts has been demonstrated and so the paper is necessarily

speculative. Individually, the methods are subject to serious constraints; as a

group, however, they complement each other and appear promising in providing

reasonable estlmates of the fluxes of heat and vapor.
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SCATTEROMETER CAPABLILITIES IN REMOTELY SENSING GEOPHYSICAL

PARAMETERS OVER THE OCEAN: THE STATUS AND THE POSSIBLITIES

R. A. Brown

University of Washington

Department of Atmospheric Sciences

In accordance with a venerable remote sensing, and
personal, tradition, this discussion will oscillate between the

real and the speculative .... between the verified capability
and the likely operational possibilities for the microwave

sensors. I doubt that there exist simple relations between a

single microwave return and a geophysical parameter for all
practical conditions, e. g. between the scatterometer (SCATT)

brightness and wind vectors or radiometers and Sea Surface

Temperature. In fact, each fails in special circumstances due

to increasing importance of some additional geophysical
variable. However, this is no absolute limitatiun---the number

of indeFendent geophysical parameters is finite, even small. It
may mean that a combination of sensors will be sufficient to

define an operational set of geophysical parameters. Or perhaps
simply an occasional buoy measurement will be needed to
establish an absolute value.

If the desired geophysical parameters were linked in direct
proportion, then only one sensor would be needed. For instance,

the oceanic surface stress would give the mixed layer flow in

the ocean, the air-sea fluxes and the wind profile in the
atmospheric boundary layer. Indeed, the wind generated surface

roughness in the 1-6 cm wavelength; the longer waves comprising

the steady "sea state"; and the SST are all sufficiently
interrelated that microwave brightness has been accurate to some

degree in relating to each. Still, any dynamic oceanographer or
atmospheric scientist can rattle off a dozen reasons why the

capillary scale ocean waves are not uniquely related to the wind i
in the Planetary Boundary Layer (PBL). Nevertheless,

verification experiments have shown that successful simple i

linear correlations do exist. I have been involved in studying i
the verification and physical hlechanisms of the SCATT relation
to wind or stress, so the following is from this perspective, e

Perhaps similar problems beset all electromagnetic remote
sensing relations.

The SEASAT Scatterometer (SASS) fortunately had two surface I

wind verification experiments, the Gulf of Alaska Experiment I
(GOASEX) and the serendipidous Joint Air Sea Action Experiment : i

(JASIN) in the North Atlantic. Detailed analysis of these tweo i

experiments indicated two unexpected things to me: (i) SASS

determines winds on a large scale average to • 2 m/s and has the i i

potential to determine the direction to _ 20 deg. (2) The i i

5, i i?RFCEDING PAGE BLANK NOT FraMED ,.. !
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surface verification capability is only marginally better than
r'{ this. Thus, the routine operational capability for determining

winds over the ocean conventionally is considerably less than
• the SCATT potential. _o we have the problem th.t the complete
., _ capability of a satellite microwave sensor is not discernable by

the surface measurements. Yet the empirical correlations
, between sensor signal and measured geophysical parameter, which
:_ makes up the sensor algorithm, is established using these

insufficient measurements. One way around this lack of point by
point verification is to ]ook for integrated effects.

We can amass many points by creating surface wlndfields
from conventional data (National Weather Service (NWS) pressure
charts; ship and buoy data...) and build up statistical
comparisons with SCATT data. This has been done for the base
experiments, and is summarized in figure i. Since derived

_- windfields from conventional data without dedicated scientific

" ships and buoys is significantly worse, this verification
product is essentially completed. Further information is being

. sought from comparing different sensors with a careful eye to
the limitations of each. There are other papers summarizing
these efforts. We have directed our efforts toward seeking
implied verification from investigating the sensor ability to
discern singular features, such as fronts in particular, but
also tight cyclones, low or high pressure centers. If we assume
that the SCATT footprint individual values are accurate, then
features with variability on the scale of 20-50 km would be
dlscernable. The first indications, from a weak front in JASIN,
were encouraging (Brown, 1982). The characteristic of the
brightness signal and the correlated multiple wind vector plots
showed change along a line which more clearly defined the

frontal location than did conventional analysis. In thls
respect, we are looking at sensor capabilities beyond wlnd
sensing. Since sensor wind measurement accuracies cannot be
evaluated wlth direct surface measurements, some measure of
theory Is needed to guide the empirical parameterlzation
process, i. e. the algorithm development. There exists a
mixture of relevant theoretical developments and observational

- facts which may help In understanding the physics involved and
suggest some new operational capabilities for the SCATT.

i) The wlnd field over the C ocean an_ th:corresponding bulk flux coefficients, p " T/_ U , C s
- H• /p O_ U (where _ and Ho are surface stress and heat

fluxes, p Is density, _ Is a temperature parameter and U
Is wind, usually at I0 m}, are not constant with respect

_I to variation in wind, PBL stratification or humidity
_mmr

effects. The state of the art variation of the drag
coefficient wlth these varlables is shown and discussed.
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?) Wind momentum obviously goes into long wave

production. This must be related in a fairly constant way
to the short wave energy for the linear algorithm to work.

In some cases, such as behind fronts, the long wave steady

• state may not be attai;_ed. From the Storms Response!

{ Experiment (STREX) some data is shown to
} illustrate this effect.

In other cases, spurious swell may intrude. In this

case, the relation to waves not weshort is understood and

; had better hope that the effect is small. One can note
_" that the short waves must resul_ from d dynamic wind shear

instability at or near the surface with wavelength rather

independent of stratification. Also, the common

i observation of windrows, wherein convergence zones exhibit
short wave suppression, suqgests tl.at surface tension is a

: factor Here is a link between momentum transfer and SST

i effects on the resulting wave structure which has yet to
T be sorted out.

3) The flow in the PBL has distinctly different

regimes. For U > 7 m/s, instabilities and large scale

I coherent structures exist in the flow, modifying the

fluxes, this may be related to a discontinuity observed

in the linear wind vecsus SASS brightness relations. It

is possible that this fact led to the consternation at the

J SEASAT II workshop where one algorithm fit the linear
I relation below critical wind velocities and the other

l above. A single linear relation is inadequate to fit the

l two disparate regimes. There p_ob_biy exist similar
problems in other algorithms.

, While the final parameterization scheme may evolve to

two patched linear segments by itself, the theoretical
knowledge may facilitate things, and offers physical

justification.

4) When the complete, multivector plot of possible

SASS wind vectors is examined, distinct changes in

character occur in association with corresporlding
mesoscale wind and ocean wave phenomena, such as fronts

and local storm activity. Some specific examples have
been identified and are shown in figure 3. The accuracies

and abilities of Scatt compared to conventional analyses

in locating fronts is evident from this figure.

5) When the Scatt windfield---with its current

verified accuracy--- is used as input to the state of art
PBL model--- with its current verified accuracy---a

geostrophic windfield, with error bars, is produced. The

corresponding barotropic surface pressure map can be

constructed. A comparison between this and conventional
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weather service maps over the ocean can be made.
4'

6) Specific storm fronts were flown through by the
NOAA P-3 aircraft in or near the PBL during STREX. Some

unexpected indications of strong wind and stress variation
in the vicinity of a front were found.

" In this experiment, comparison between the P-3, the
NCAR Electra and the NASA Convair 990 Scatt measurements

were made in very high winds. Scatt versus aircraft
stress and winds are summarized. Variations and

measurement errors in both terms were significant.
However, it is clear that the variation of fluxes (heat

and momentum) across a front is significant on the Scatt
resolution.

. In summary, extensive comparison between surface

measurements and satellite Scatt signal and predicted winds
show successful wind and weather analysis comparable with
convention_l weather service analyses. Hgwever, in regions

often of the most interest, e. g. fronts and local storms,

inadequacies in the latter fields leaves an inability to

establish the satellite sensor capabilities. Thus,

comparisons must be made between wind detecting measurements
and othe satellite measurements of clouds, moisture, waves

or any other parameter which responds to sharp gradients in
the wind.

The ability of the sensors to distinguish dynamic

regions in the wind and stress fields is _ separate
capability, of practical use in supplementing conventional

analyses right now.

It seems likely, at least for the windfiel6_ and th=

derived surface pressure field analysis, that occasional

surface measurements are required to anchor and monitor the
satellite analyses. These should be permanent, calibrated

high accuracy point measurements. Their averaging times must

be made compatible with the satellite sensor measurement.

Careful attention must be paid to the complex fields which

_. contain many scales of turbulence and coherent structures

affecting the averaging process. It also seems likely that-K

--" the satellite microwave system is capable of replacing the

conventional point observatlonal/numerlcal analysis for the
ocean weather.

r *

imO
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; . I. ABSTRACT

This study reveals that the power-law form of the Seasat A
_, Scatterometer System (SASS) empirical backscatter-to-wlnd model

function does not uniformly meet the instrument performance
specification requirements; viz., error in derived wind s_eed ( max

• (2 ms -l , I0 percent), over the range 4 to 24 ms -I . Analysis
indicates that the horlzontal-polarlzation (H-Pol) and vertical-
polarization (V-Pol) components of the benchmark SASSI model function ,_

r_ (Schroeder, et al 1982b) yield self-consistent results only for a
small mld-range ol speeds at larger incidence angles, and for a
somewhat larger range of speeds at smaller incidence angles. The

: present approach differs from previous calibration studies (e.g.,
Jones et al., 1982) : here the model's internal V-Pol vs. H-Pol
consistency is examined by the use of a set of pair-wlse collocated
SASS-produced winds, where one member of a wind palr derives from only
V-Pol backscatter measurementz and the other from only H-Poi
measurements. This data set was created by extracting all pairs of
SASS GDR (Boggs, 1982) winds of the form (Uvv • Us, ) such that
Uvw and Uss are contemporaneous and are separated by no more than 50
km, and contains 377,289 such pairs, i

i
Comparison of SASSl to i__nslt._.__udata over the Gulf of Alaska

region further underscores the shortcomings of the power-law form. We i
find that the slope of the V-Pol-backscatter-measurement vs. wind- i

< speed relationship for speeds greater than I0 ms "t is less than that ,
• given by SASSI. Taken together, this in sltu comparison and the SASSI :
_ V-M self-conslstency study indicate that H-Pol-backscatter vs wind- i

speed slope is greater than V-Pol-backscatter slope for speeds above I

!_} i0 ms"| , with the reverse holding for speeds under i0 ms t . Thus H-Pol backscatter shows greater sensitivity to wind speed variation at
higher winds, and less at lower winds, than does V-Pol backscatter. 1

,_ Finally, a physlcally-based empirical SASS model is proposed

which corrects some of the deficiencies of power-law models llke i

SASSI. The new model allows the mutual determination of sea s_ .'face [

wind stress and wind speed in a consistent manner from SASS i
backscatter measurements. In contrast, the SASSI model only

determines the wind speed• !
!
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_ne oceans cover 70 percent of the Earth's surface, and the

Fau_i_y of weather observations over these huge areas has always been

a _reat handicap to wind and wave forecasting. This condition was
a,/eviatei for the _hort three summer mo_ths in 1978 when NASA flew

': __.... Seasar satellite, which carried three w_,,_ measuring instruments

Hi_os and Hi!son, 1983;; only one of which we are concerned with
here.

- lq_e $easa_ A Scatterometer System (SASS) was a 14.6 GHz (2.1 cm)
actlve microwave radar designed to permit inference of the ocean

__rface _ind from precise measurements of the backscetter of emitted
raaia_ion by gravity-capillary waves on the sea surface. The received

return, expressed as the normalized radar cross section (NRCS or _°),

from the f_ur dual-polarized, x-oriented antennae may be directly

related to the surface wind speed through a geophysical "model

function', constructed by means of a combination of theory and

experiment (Schroeder et al., 1982b). The wind direction, however, is
._- not uniquely determined (Wurtele et al., 1982; Peteherych et al.,

these Proceedings). This paper will not be concerned with the

mul%ipie wind-Sirection ambiguity (i.e., the "alias") problem.

The fundamental validatlons of SASS are contained in the articles

by Jones et ai. (1982), Schroeder et al (1982a and 1982b), Wurtele et

al. (1982), Brown (1983,, reporting on the large cooperative Gulf of i

Alaska Seasat Experiment _GOASEX) and Joint Air-Sea Interaction

Experiment (JA$IN) workshops, out of which came the benchmark SASSl
model function'. The SASSI relates the NRCS to the wind field

parameters, speed and direction, relative to: the incidence awle (_)
of the radar radiation arriving at the sea surface, the azimuth angle
_ ) of _he wind direction relative to the radar beam illumination at

, the surlace, and the polarization type (£) of the incident radar I

radlation: i.e., vertical polarization (V-POL or V-POLE) or horizontal
polarization (H-POL or H-POLE). A review of the history of the

relationship between NRCS and wind speed at microwave frequencies is

given by Moore and Fung (1979), Boggs (1981), and Schroeder et al
_1982b). The basic assumptions are that the relationship between the i

NRCS and the wind speed is a power law (described below), and that
!

_ there is no dependence on sea surface parameters such as temperature, i
viscosity, and surface tension. The constants of the power law were

evaluated by _'tuning" the model to a "surface truth" comparison wlnd i
data set in JASIN, where the sea surface temperature was constant

(about 12°C) and the wind speed range was small (4 - 16 ms "I , Boggs, :

(1981)). The Seasat specifications for the $ASS were: wlnd tspeed
._ . measurement range of 4 to 24 ms "I wlth an accuracy of _ 2 ms or i

10%, whichever is greater; and %-Ind direction of 0 to 360 to within i
20 degrees (Jones et al., 1982). Jones et al. claim that the SASS

_,: model function, SASSl (Schroeder at al, 1982b) yield accuracies better !

than the Seasat specifications over the 0 to 16 ms "I range of winds

observed during JASIN. This paper outlines problems with the above

assumptions in the SASS model function, particularly at larger wlnd I

._ speeds and incidence angles. The results here wlll begin to show that

,_ SASS did not uniformly meet its performance specifications over the I
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wing speed tangle placed by the Seasat Project, anrl ci.+- _ ,., ,_.,
fraction of the £6 million oAS_ observation_ may De i:.'e_::;: ,_......

than the performance specifications allowed. In spi<e ot tr++s, t_e
study by Peteherych et al. (1984, these Proceedings+, c/early _now[

that the scatterometer system "works" in defining and iocat +_,.+ rbe

weather patterns. Therefore, the SASS data record derived us++_- SASS

is eminently qualif _ed for many meteoroioa ical and ucea_:ugL api/, _

purposes.

T_e presentatlon of our results to dase is +__g_r_+__L+ 'O +.L:'++_-
parts :

<i) The first part is a restriction to aspec%_ c++ +,: +;:S_=
model function that can be treated with,_3 _-._nc, ++++_

: surlace truth. Here we use various uhe:KS in _=<l__ <,:s+t

the internal consistency of _he model fu; _,._()_+, £.o'h
quantitatively and in its form. The data set a{el ,Jr Thiz

study consists of 377,289 pairs of SASS wind speeds L the

form iUvv, U_H), where each member o_ the pa_+_ is cerivel
separately from V-Pol and H-Pol NRCS's such that Uq_ a_d

U_ are located within 50 km of each other. _ i=..... L:_L i Set

: is an extraction of all such pairs of _,ou,_+c.- +......
wind speeds from the complete Seasat missior + _a=a set

resident on the Pilot Ocean Data System (PODS at YPL.

(2) The second study makes some comparisons of winc _peeds from

i__n_itu wind fields derived from ships and buoy reports, to
SASSI and other scatterometer model functions.

#

(3) A new model is then hypothesized to reduce or a]:min_+<_
some of the discrepancies shown by the studies cite/ ahcve

This model differs in form from previous models, inclu&in_
SASSI, but should be considered as a modification of these,

rather than as a construction from first princioles.

3. INTERNAL CONSISTENCY CHECK OF T_ SASSI MODEL

<
The SASS operated in any one of 8 modes of antenna/polarization

combinations during which a four antenna-beam/polarlzatlon sequence

_:. was cycled through. The principal operational mode was mode i. This ,
• _. resulted in sequencing the four antennas through vertical polarization
,-+ on both sides of the spacecraft. The present study, however, is based

,_" exclusively on data taken during modes 3 and 4. These two modes

generated vertical and horizontal polarization sequencing on the left_- slde of the spacecraft only (mode 3) or on the right side only (mode
_+ 4). This resulted in the determination of SASS winds derived from

I either V-Pol NRCS data or H-Pol NRCS data in nearby locations. !

Figure 1 illustrates samples of SASS wind fields in the form of

direction ambiguity "aliases" (the X's with noted speeds in meters per I '
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second) derived with the SASS1 model function. The wlnd solutions in

the left panel are computed from V-Pol-only data, and in the right

panel from H-Pol-only data. These measurements were taken during a

single SASS pass on the morning of _eptember 17, 1978 in the vicinity

of the HMS Ark Royal aircraft caz_ler (marked A) and the NAT0 fleet
operating in the southern Norwegian Sea (Fett and Bohan (1981)). The

flag symbol at A notes that the Ar___kR__oyal reported winds of [5 knots
{about 28 meters per second) in magnitude by the anemometer mounted 18
meters above the ocean surface. Besides the near agreement between

Ar___kkRoyal and the H-Pol winds (UH_, at 19.5 m elevation), note the

large disagreement between the V-Pol winds (Uvv , at 19.5 m
elevation) and U.. . We also discovered similar disagreements

between Uvv and Uax for the hlgh winds in the SASS passes over the
storm which damaged the Queen Elizabeth II luxury liner on September
ii, 1978.

E. Lo.gitude E. Longitude
0 I 2 3 0 t 2 3
, i J l ! I I l

J

65N 19 65N 26

64N a_, _ 64_ 29 27

. 21 21 29_'_
:Z-'-'., 21 '_1 63N

LFromVerticol Pole 0olo "roe HorizonlolPoleDole

Fi;_:a ;. ;;,_ :;_ cosparisonabeteeenthe XRSArk Royal(it position R) and mnds deterelneo froe
(1) V-Pol SASSNRCSuasurHents deft plot), and(2) mnd$detere;nedfroe H-Po]SASSNRCSoeasureients
(rzght plot)! durtng the sameSeas_toverf|ight (passl onSept17t IWS.

Having concluded from these specific examples that serious

polarization inconsistencies exist In SASSI, we turn to a more

sys_ematlc and fundamental approach. We first note that the SASSI
model function relates the NRCS intensity to the surface marine wind

field by a power law:

H(S, ,el
, NRCS = g (8,X,E) U (I)

Since the NRCS is usually expressed in decibel (dB) units,

Equation (i) is written in its logarithmic form:
<

6°= N CS(de= ,o[G(e,x,e) + H(e,x,E) LO,oLL} (2)

A

, where G = loqlo g. The paramet_cs e, X, and 6 are deflne_ above. It
Is important- to _serve that thls power-law relatlonsh_? is an

_." established conventional formulation which seems to hay: _r_&_n _._..
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_ Valenzuela et =i, 1971) as a convenient curve-fittlng technique,
without any particular physical rationale. The official SASSI model
function is in the form of tables of G and H functions for two-degree

_. intervals of incidence angle (_ and ten-degree intervals of azimuth
.; angle (_) for both V-Pol and H-Pol NRCS (Schroeder etal. 1982b, table
_, 2) As remarked above these table values were tuned to the high-it •

quality JASIN surface wind fields data set. The total data set was
: derived from about 700 wind measurements with an upper bound of

16 ms "! , 66 of which are In the low-speed interval 0 to 6 ms "I .
Insofar as wlnd speed is concerned, it Is fair to say that SASSl was

: tuned to a very limited data set.

If we take G = 38 degrees and X = 0 de4rees as typical values, we find
in Schroeder etal. (1982b) the table entries for SASSI:

G H

i E = V-Pol: -2.953 1.690

= H-PoI: -3.368 1.823
"I

; o! , " , , ' Thus, on a (5"°...... vs log U"i

_ diagram the H-Pol plot will be
•: below the V-Pol plot, with a

_// slightly greater slope, as seen

-" in Figure 2. Referring to Figure
_, _ i, we may take the mean H-Pol
_ m _ wind speed as 29 ms" and the V-

-m _ Pol as 21 ms i If these two

speeds are mapped Into NRCS
-. values vla the SASSI table

. entries -- indicated by the

-m _c_///<_ points UvvObS and Us.OBS in
Figure 2 -- we see that the

_/7/ /_" resulting H-pol and V-pol NRCS's
.... , , ,, ,, are approximately equal ('-7dB).

_ A ,o ,5 20 30 _ These results at hlgh winds haveN

SASS I,U,gs,ms_ been anticipated. Valenzuela
(1968) reported that "for very
rough seas the cross-sectlons for
horlzontal polarization become

Figure2. A graphicaldepictlm04 _SSl comparable to, or greater, by a
p0Nr-la, functiu, Eq.(2l, fw the c_ditl_s few decibels, than those for
• • 38,_ • 0,(_ bothV-P0land H-P0!mrs vertical polarlzatlons; while for
(_'). _o.n al_ ere representativevalues calm and moderate sea conditions,
frN Fig.I. The uperocrlptN m U (the the cross sections for vertical

. eindueN) dHotes etnde correctedto neutrol polarization are always greater".
. etratiftcatl_ condtus fv the #toosphsrtc

e_(ace layer. Thesubscript19.5onU indicates The discrepa.,cy noted in the
_' the referencehet|ht f_ Uabovetea level. Ioth Ar.__k R__y.@_. case is characteristic

edscriptsand supwscrlptshive beendropped of the higher wind-speed range.
also,ore in the figuresandtext. I

as can be seen from the ,
statistical presentation of
Figure 3. Here the set o£ pair-

' i

I

v
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__'_°_'="_"_'__,_._,.,_,_,_=. wise concurrent BASS V and H pol
_"-"_....,_%_',_"', ....H winds described above is examined

a [,_._,ms _ //_ in a V vs. H sense. The 377.289

_ ,,- .///H V/H pairs were first sorted by V
t_ _ ..I// _ value into forty-elght 0.5 ms V-

.../ .i pol wind speed bands along the
| _: /// _ abscissa. Each ordinate point

el/'/ _ shown is then the mean speed of

" // all the H values falling within a
_*_ / particular band Note that this,0_ 2

- I , _ comparison does not depend on the

i quality of i..nnsit____Mudata (except" for the model-tuning JASIN _ata
.v....J._,,.... ,.... _.... , .... ,_ itself) but constitutes an
"_. S. le, IS. M. _, _.

_,,,._.,_._. internal consistency check on the
SASSl model function.

Figure3. Statistica!¢0eparis0nof ,,,ds Figure 4 examines the

T- derived{r0stheSA_IV-P01and_PoIp0,erlaw, incidence angle. This study
. 377,289pairsof V-P0!andH-P01randdata,ere shows differences and

sortedin one-halfneterper secondV-Pol m;4 sensitivities of the mean wind
bins. speeds (grouped in one-degree

incidence angle "bands") as a
function of incidence angle. The
trend in dlfterence between V-Pol
and H-Pol winds as a function of

V RHPOL_I_TIOt_ e, and the general dip of both W
and HH mean wind speeds as a

_ ,.,i I' t i _'"l ):' function of O beg explanation.,,,, ,,, ,,,, ,,,, , ,,,i ,,_rT_

,s If the BASSI were correcty
- specified, we would then e_pect i

'_. constant and identical mean wind

._ _4. o_eds as a function of O •
' J " An examination of the

• _ 12. _ _S ++++

". - **,.-'*++._ �sensitivityof BASSI to wind

._,e-, ,, _ = ___._+ ++ speed, polarizatlon, and
e s. ** ,,_)_ _ incidence angle, is better

, displayed in Figure 5, which "-
s. _ v-_i shows the bivariate frequency

* _ _-_s distribution of Uv_ and U_s in
', three-dlmenslonal zorm as a

- " function of incidence angle
-_ = z.:. (noted to the right of each of

e '"*....*...._....)....*...._...._...._....: the three distribution plots)._. _. _. 40. _S. _. _. _. _.



. L •

OF i'u_;,., ._U.... ',"t"

: _ 1 __ 2o°<o < z7.5°

--- _ < 41.5°
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Figure5. I l-disons/oneldlUIey of thecherlcterlmticmo4thebiverletefrequlmcyd/stributionIverticll scale)
of co|iocoted(wikh/n50KH)Uvv¢rtghthorllontll Klle) gridUHH(II_tkertsontl!stile) derivedfrol 8A8S1fer 3
d;fferent incidenceanglo(el bands.Thevertlcll scaleis to the one-halfpwowfor mimeof dlmplayof the
characteristics. Thewinddatearesortedin one-ha|fbyonPheUiHetorparNcondwlndlpNdbins.
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The paired Uvv and U.H data set was sub-divided into one-half meter
per second wind speed bins in Uvv and U_H • These blns were further
segregated into 5 incidence angle bands of about 75,000 pairs of
measurements in each band. This incidence angle band breakdown is
sufficient to indicate the trend of the data. The vertical scale is
the square root of the number of pairs (counts) in each one-half by
one-half meter per second bln to make the lower frequency counts
visible and to ease analysis of the characteristics. The cange of
wind speeds shown is from one to 35 ms "I for both Uvv and UH_ ;
the grid Is one-half ms "l The data shows the best agreement between
Uvv and UHH for the lowest range of incidence angles (top panel),
except at small winds where UHH lS greater than Uvv (data lying
along the vertical diagonal would indicate exact agreement). The
poorest agreement between UHH and Uvv evidently is at the largest
range of incidence angles. Here, UHS iS greater In magnitude for both
the lowest and highest winds. In a small interval of mldrange wlnd
speeds, the agreement appears satisfactory.

A quantitative estimate of the differences in wlnd speeds between
Uvv and Uas as a function of incidence angle is better illustrated by

_- the two plots of Figure 6. In the left plot the data are sorted into
one ms "I Uvv wlnd-speed blns on the abscissa, and then averaged over
the corresFondlng ordinate values. Shown Is the difference between

• the mean value of U_ and the mean value of UvvfOr each Uvv bln. In
the right plot, the data are sorted Into one msIUHH wind speed bins.



r'1

'_*"'.....'....'....'....'....'"I The data points are further sorted
• _, ] into incidence angle bands as noted on

' _'_ 1 the plots by coded symbols. Here, all' flue incidence angle bands are

, _" displayed. The best agreements between

• _i ', Uvv and UMH for all incidence angles
, @. for both binning methods occurs near i0

: . ms "I the mid-range of the JASIN wind
_" ' speed' data used to "tune" the BASSI

_ '_'_" model function. This data illustrates
I

* _ " _/ /%-'_ I the lack of consistency between Uvv- > -, and UMM and shows V-H differences

a / / 1 greater than specificatlons allowed in
the error of either polarization type.

' "' • particularly at the higher wiDds and°_ .J .... l .... A .... 1.... J ..,J .... ;,,,J --

-_-,-_ -+ _ -, o larger incidence angles• The
V-PolSin-AveragedO+.dS differences in both plots for wind

FigureI. C0eparis0nof differences speeds less than i0 ms "I . can be '

' het,0enm0anvalu0sof6"v°vend_ partially reconciled by examining the
as a functionof bin averaged_, all three-dlmenslonal distributions of the

_" r_erlvedfr0s8_$SIandellthe_77,2B9 U_H and Uvv data in Figure 5. The
" pairsof the Uvv andOss data,for the left plot of Figure 6 appears to be

five incidenceantebendscentoredat more indicative of the trend In the Uvv
• @ valuessho.n. Ire lines represent /Use bivariate distribution mean

the corresponding llAllllleodel (approximately given by the ridge top)
0 "

diHwencosin (5"_vend 6"_H as a than is the right plot at lower wind
functionof 6"vvfor the five incidence speeds.
angles. Thehindspeedsdetereinediron
theV-PotS_SSIuodelere notedon the Now, is it possible that a minor
top line for a reference, correction can bring SASSI into

internal conformity? To test thls !
hypothesis, we present the statistical

m

,, o,,v._5,6 data in a different format. Consider
,, _,,v.,,_, '_ the difference -- 6"H", :,, '"' According to the power w formulation *18 0 IIIV.I|M//

,, ouv.,_ this difference must have the form:
14 ItS llF|l TO IOOYS

_" P. SHiPC)P ('llAJl£ •

i" u. "
O-- SHIPWllP ('OCEAN-

12, OOl*l_ll') Or' A "

,, o< + /8 (3), _o tO I

9'- ' o'=o=mo,_m_Ym This lo_arlthmic form is seen In the !
10///_ O2 - j, v,...bv,., straight lines on Figure 7 plotted

' 4/ ..o._ ,,.,.,,4 according to BASSI for five incidence :'_ =, _'_'_ angles. The data points corresponding I
I l I I I 1 1 I I I I I I t I ¢ I I, , , , , . , , , ,o,,,=,,,s,,,, t • these incidence angle categories are

" 1- also plotted as recomputed (l.e. mapped
Fllun, |. Calibration of the back to units using BASSI at mid-

:_-_, _0_IS[X-rqtonulndfleld Ipeedsdm'Iv_l band incidence angles and the Ifro, sur_ece pressure fields to arbitrarily chosen value 9( • 0 (upwind) ';a,e

_. toilet,ted _l|h-_ellty ohorvetioneof for the azimuth) _'_v "- _S versus the
bin-averaged V-Pole _'_v. _e conclu-, .tnd speed froe buoys (numbers), i

,._, researchvesselsat PI_A (Pl, an_ the sions of the previous paragraphs are
researchship0ceeno_rspher(0h confirmed: the consistency of BASSI is i-.0,+

i

) -
" ...,.I... ..... ._._ .............

. ,,. --... ,,, -,: ._,.-, _-. . -. i._...lmlllmq_m._ .............,._..,_ m..-_+_--,-._.. ,,,------'_4_- 9"l"-"--'P'm
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OR|GI_,A_ Q_LI:, _ validated only for a small told-range of
OF pOOR speeds for the larger inciaence angles,

and lot a somewhat larger range of

speeds for the smaller incidence
_t_gies. Altogether, the shapes of the

data-curves in Figure 7 strongly
suggest that the power law relationship

of Equation (I; is not an adequate
representation.

4 COMF'Ak I40NS OF _. SA_I AND OTHER MODEL PREDICTED _INDS _41TH IN SITU
W Lbi_f

YI_ls _-tion (::ill use in situ data to reinforce the conclusions

u._ t,_e _rLvious section: the powe.,, law relationship (i) between NRCS

_nd wlnd speed requires revision.

7-
i'_ prima_y in slt_____uwinds u3ed in this study came from wind

i.Lelds analyzed for the GOASI_X workshops (Barrick et al, 1980, and
Brown et al, 1982). Figure 8 illustrates the relatively good quality

of the "_inds from the wind fields when calibrated to buoys in the Gulf
of Alaska (the numbers refer to the last diqit of the buoy
identlfication number; e.a. "2" refers to buoy 46002) and the research

vessels: Oceanographer ("0") and either the Quadra or Vancouver which
were lecated at ocean station "Papa" ("P") at that time. The symbols

indicate the SASS Rev numbers at the time of the Seasat overflights of

the in s i%u buoy and zhip measurements used in these comparisons. The

abscissa, noted in the _igure as the "3pot" wind field, represents the
values of these in situ measurements, wh_.e the ordinate represents
thos_ irom the GOASEX wind fields.

Plotted in Figure 9a (upper left plot) are _he wind speed 1
comparisons of the winds from SASS (the ordinate) estimated by the

Hentz2 model function (one of the ancestors of SASSI, Barrick et al.,
1980_, versus the winds from the GOASEX wind fields (the abscissa).

Each data point represents a bin of 100 independent pairs of i
measurements which were sorted along the abscissa, and which were co- !

located in space and time within 3 hours of the Seasat overpass. The 1

_ bars represent one sample standard deviation for both parameters in I
each i00 sample-size bin. Barrlck et al. (1980) noted that the G-H !

table for P|entz2 was based solely on alrcraft-scatterometer/wlnd- !
_, "truth" measurements. Thus the computed SASS winds in this plot,

derived from a power-law model, were independent of the influence of !
_ any SASS/wind-"truth" calibrations. Note that estimations of the )

SASS/_entz2 wind speeds are generally higher than those from the I
GOASEX wind fields. Agreement between these two independent wind 1

i'._ data sets occurs near 18 ms "I where the diagonal (which would

ak_ represent perfect agreement) appears to intercept the data. I

,_'_ The data points in Figure 9b (upper right plot) represent the I

,o" same data set as in the upper left plot except the ordinate values

have been transformed back to NRCS V-Pol values with Hentz2 using !

me 66 '" !
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- 38 ard X = O. For the latter specification, the _e_;tz_' t_b_,
value for G is - 3.524, and for H is 2.074 (F. J. Ncntz, per3._na:
communication). For comparison, the SASSI V-Pal model is plottel t_. _
dashed llne through the data polnts), also for t_ = 38 and 5(-- 0.%
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Figure9. Fourplotsthatassent,allyco,Fare¥-Po|scatteroaeter*relateddata (left ordinate),andcollocated,_ s,tu
'truth' data labsc;ssa):a) Theupperle_t plot cosparesthe resultsfrol tee 60_SEIre_on to Nentz2(ana_cestorof
easel)aodel-derivedresults. PerPectagreeaentaouldbealongthe diagonal,b) Theupperr;ght plot coaparesresults
(datapo]nts)Proathe 60_SE/regionto the S_SSl(dashedlanethroughthe datapo;nts), c) The|o,er ]e_t plot shm_$
replotteddatafroa Duncanet el. (1974). d) The]o_erright plot shoxscosparlsonsbetueenS_SSdata (left ordznate
vS. abscissa)andKondo's(197_)llpirical model.hathrelates the seasurnantsof the rls heights the hig_
_requencyoceanlavesNavelengths_roaabout0,8 ¢1 to 62c|) via the a|rodynailcroughnesslength, Zo, _urther
relateOto thebulk8oaentustransfercoefficient, I03C_S._ (right ordinate),to leisuredlindspeeds.

As prevlousl_ noted, SASS1 was callbrated to the JASIN wlnd field
, data set. The abscissa in Figure 9b thus represents wind values from
! GOASEX (data points) as well a_ wind values from JASIN (the SASSI

-. ; curve). The horizontal error bars for the GOASEX winds have been left
- - off for clarity. These errors are shown in the upper left plot.

However, because of the new scale for th- ordinate, the vertical

error bars from Figure 9a have been transformed• A comparison of
Figures 9a and 9b shows that there is considerable improvement in

- model flt to the data by the JASIN-calibrated SASSI over its ancestor,.

_; 67 !
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Wentz2. Although much of the model bias ha3 been removed for the
lower win_ speeds, SASS] would appear to underestimate the higher
winds. The data of Figure I, as well as some other case studies (e.g.
Jones et al, 1982, Figure 14), appear to confirm the poorer estimates
of U,v at higher speed_ when a power-law function empirical model _s
calibrated to f1_ only the lower wxne speed regime (i.e., wind speeds
< 16 ms "| ).

We now examine the tendencies of the data obtained during the
- GOASEX period which are dlsFlayed in Figure 9b. The mean values of

the distributions appear te be rather rmoothly varylnq ever the entire
range of values with the possible ex_ptlon of the mean wind speeds
located near 7 ms "I It seems that an empirical model function
determined with two, or possloly three, disjoint linear regressions
yielding a broken line through the mean wina speeds of the
distributions would give better estimates of Uvv for both the lower
and higher wind speed regimes. ]t could also be argued that one of
the breakpoints connect=ng the linear fits would occur near i0 ms "i

" and perhaps a secon_ near 5 ms "t . Such a model would obvlously
deviate from a powez-law fuDutio_ attempting to cover the entire wind
speed regime. In addition the trend nf the mean values suggests
that this hypothesized emplrical model would result in a (_"vs. wind-
speed slope less than predicted by SASSl for wind speeds greater than
i0 ms "_ .

The two- or thre_-reglme type scatterometer model function
speculated on here could also be suggested for the data shown in
Figure 9c (the lower left plot). However, the data shown by the
points in this plot resulted from a wlnd-wave tank experiment
reported by Duncan et al. (1974)• which included measurements by an X-
band (frequency of 9.375 GHz. wavelength of 3.2 cm) scatterometer in
the vertical polarization mode. The data in Duncan et al. (their
Figure 13) was replotted here with a logarithmic scale in dB for (5"°.
The authors noted that a "second break point is easily discernible in
the data at a wind speed of about I0 m se_' " apparently confirming
our view that the form of the model functlon for the vertically
polarized SASS data should be other than a single power function over
the entire wind speed regime.

The evidence presented thus far at least suggests that the fort i
of the model function relatlng6"$v and _vwmlght be more convex in
shape than SASS1 and thus _ eparts somewhat from SASSI and its
ancestors. As seen in Figure 9b, however• SASSI _Ives a fair
empirical representation of the rate of change of G"° to U over the

J

,- wind speed range available for Its calibratZon. The percelved
inadequacies of SASS1 are probably not due to a lack of quality of the I
calibration in sltu JASIN data used (inasmuch as the JASIN data was i

-- the best possibly available), but are perhaps due to the llmlte_ I

"_ quantity a: _ range of environmental conditions available for its ,calibration. Other shortcoming_ are noted in Schroeder et al.
(1982b., p 3335). A new model• which would correct some of the

.o_" difficulties with SASS1, is proposed in the following section.
J

- uS
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5. AN EMPIRICAL MODEL RELATING SCATIIIROMETE_ NRCS TO BOTH WIND AND
NIND STRESS

The four plots of Figure 9 form a group of related data. A
discussion of Figure 9d will involve the prof_erlng cf a new empirical

- scatterometer-model-function parameterlzation --- the topic cf this
section. The new aspects of this parameterlzatlon are: (a) the
departure from an empirical model based on a power-law fun_tlon, and
(b) the estimation of both wind and wind stress from the NRCS.
Frevlous models only resulted in either an estimation of wind, or an
estlmatcn of wind stress (Jones and Schroeder, 1978).

The theoretical basis for the parameterlz_tion of air-sea
interaction is a complex and controversial subject that cannot be
entered into here. In cur view, however, the best treatment of the
theory and the most appropriate ocean measurements are those of Kondo
(1975) and Kondo et al. (IQ73). His analysis relates the bulk
momentum transfer coefflclen.; C_o (since his observatlonz were taken
at i0 meters) to the aerodynamic roughness length of the _ea surface
Z o. which he describes as re?ated to the rms height of the "sea
surface irregul_rltles associated with the high frequency ocean waves"

,. wltn wavelengths from about 0.8 cm to 62 cm. _is relationship, of
course, derives from the logarithmi= wind profile in the surface
layer, an assLmptlon commonly accepted over the ocean surface. From
his experiments, Kondo then determines C,o from the roughness length
and relates the drag to the wind speed according to an approximate
linear formula. Since our wind data are referred to at a 19.5 meter
elevation, we convert Kondo's results to:

]0 _ C_9.: - A + BU - CW (4)

._ Kondo (1975) present' r -; "._nstants fo, four wind-speed reglmes, and
also gives formula,. ;,'. "onvertlng to arbitrary C z Thus, the
following set of constants are caiculated entirely from hls wo.,k, with
no assumptions of our own:

U, ms"t A B
(at 19.5 m)

2.3 - 5.3 0.71 0.069

5.3 - 8.5 0.80 0.052

8.5 - 26.8 1.08 0.019

Me now, however, allow our_elveB one adJustaJple additive i
constant, Sp , which will th,:-n be a function of incidence anqle,
azimuth anqle, and #olarization. _'hen the monte1 function (2) takes J,

the new form: t

, I

I
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The adjustable constant S_ was chosen to produce a best fit to
the SASS data points of Figure 9d. The results appear in Figure 9d,

: where the solid line - composed of three segments - is calculated from

equation (5) with S? = 0.157.

There are two features to note about Figure 9d. First, owing to
:i the different structures of the three wlnd-speed regimes, as observed

by Kondo (and others), the low and high wind-speed regimes are fit by
,_ (5) better than by SASSI, as seen in Figure 9b. Second, because the

formulation of Kondo has a physical basis in the similarity t)eory of
- the surface layer, it results in the determination of the stress on

the sea surface

Z (6)

l

consistent with, and at the same time as, the wlnd speed Uz. The
_" ap?ropriateness of this formulation was long ago recognized by Munk

(1955), who emphasized tha_ the form drag is essentially determined by
the high frequency portion of the ocean wave spectrum owing to the
contribution thereof to the mean-squared surface slope.

6. DISCUSSION AND CONCLUSIONS

The stroke of perspicacity resulting in the design of dual-
polarization modes for each" SASS antenna permitted the possibility of
an internal calibration of the SASSI model function, as demonstrated

• above. Our study c" comparisons between collocat_d Uvv and U_s
" strongly suggests that he power-law relationship of equation (i) is

not an adequate repr sentation. But, iI the proper function for
determining Uvv oL" U,N becomes known, the other could be defined. The
results at the hiqhe:: wlnd range were anticipated by Valenzuela
(1968). Weight (1966, and 1968), from his comparative studies of
(f4"vand g_% , suggested that the major behavioral differences
between 65v ard _'_'sas e function of incidence angle and. wind speed ".
could be explained by the much stronger dependence of (_s than 6_v on
_ea slope. In addition, Hright showed that this characteristic
difference leads to an estimate of the mean-squared slope of the sea

< surface.

The data analysis performed in Section 3, i.e., the comparisons
- between SASS_ and other _odel-predlcted wlnls with in _ winds,

___. reinforce the results of Section 2. Further, the evidence provided
by .the data at least shows that the model relating (_w'to_ is more
convex in form than the SASSl form, a result w: ich coul_ be
anticipated _y t'.e experimental data of Duncan et al (1974). This

_ observation about the O'_,svsUvv form, plus that about the ,elative
change of (C_vwith (_M_ Figure., leads to the concluslon that H-Pol
backscatter shows 4rearer sensitivity to wind speed variation at

., higher winds, and less at lower winds, than does V-Pol backscatter.
-me
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_ The data analysis in Section 2 and 3 above clearly sugges[s that
:' further SASSI model function adjustments are still required if the

Seasat scatterometer wind specifications are to be met over the entire
< range of wind speeds (4 to 24 ms-t), particularly for winds greater

than 16 ms "e . The GOASEX winds, although of less quality than those
_. from JASIN, proved to ,e Deneflcial in this evaluation and in the

formulation of the proposed new model (Section 4) because of the
larger dynamic range of environmental conditions avallable, and
because of the larger statistical sample. Our new model fits the data
better than SASSI, particularly for the higher wind speed range.

The understanding of the physics of the NRCS and its interaction
with the ocean surface is an alr-sea Interaztion problem - a complex
and controversial subject. In addition, meteorologists are largely
interested in the marine winds, while oceanographers are largely
interested in the wind stress. Previous SASS models only led to the
computatlc of one of _hese geophysical parameters. For SASSI, the
output was the marine wind speed. Herein, both the meteorologists and

_ oceanographers are presented a consistent formulation, Equations (4),
(5), _nd (6), of a model function that results in the estimation of
both the wind speed and winl stress from SASS measurements.

The new empirical model _%as a more physical basis for its
development and formulation that its predecessor, SASSI. In our
formulation, the NRCS is related to the aerodynamic roughness length
through the bulk momentum transfer coefficient (right scale of Figure
9d). The aerodynamic roughness lengths, as no_ed by Kondo (1975), are
based on measurements of the rms height of the amplitude of ocean
waves between about 0.6 to 62 cm in wavelength. Thes_ were then
correlated to measured wln_s by Kondo through the Dulk momentum
transfer coefficient. Scattering theory shows tha_ the NRCS is

• measure of the mean-squared amplitude of the BragG resonant scattered :
ocean waves (Wright and Keller, 1971). For SASS, these Bragg resonant !
waves are between about 1 to 3 cm in wavelength (for incidence angles
60 to 20 degrees, respectively). It theL'efore may not be surprising
that the rate of change of the NRCS with wind speed and the rate of

-- change of the bulk momentum transfer coefficient of Kondo (1975) with :

wind speed is strongly correlated (correlation coefficient of 0.99). ,,
Whether Kondo's empirical parameterlzatlon adequately represents the
wind stress is a matter for future verification. Even so, Garratt I

< (1977) noted "hat the bulk momentum transer coefficient ot Kondo i
"based on hlgh-frequency wave amplitude data, agrees well with the I
collected CON data".

' I

.: _ The ocean wavelength regimes discussed above neatly straddle the ji

capillary-gravlty wavelength range. In the theories of capillary- i
" gravity wave propagation, viscosity and surface tension play an

! important role and should be taken Into consideration for future i

I

scatterometers as well as for SASS. Over a global ocean surface 1
temperature range of 25C the viscosity of sea water varies by a factor !

of two: this variation affects the short wave structure and thence !

_ossibly the backscatter which is sensitive o these waves. Our !continuing work on the parameterlzatlon of the model function includes 1

the incorporation of both viscosity and surface tension. 71

i i
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• Spaceborne scatterometer systems are now being considered
: necessary by NASA and the Navy for future satellites. ESA (European

: Space Agency) has already approved a spaceborne mission which includes
a scatterometer. 0uc research, which includes stud._s to characterize
the errors as well as the important scatterometer-related physics are
potentially important to the design, implementation, and utilization
of future spaceborne scatterometers, and to an understanding of the

: rble of scatterometry in global meteorological and oceanographic
research, applications• and predictions.
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ORIGINAL

.oo.QU L, N8 4 2 7 2 7 0
DOES THE SCATTEROMETER SEE WIND SPEED OR FRICTION VZLOCITY?

By ,
Mark A. Donelan + and Willard J. Pierson Jr.

+Canada Centre for Inland Waters. *The City College of N.Y.

,_ ABSTRACT

•' Studies of radar backscatter from the sea surface are referred either tol

: the wind speed, U, or friction velocity, u,. Bragg scattering theory _u_.ests
that these variations in backscatter are directly related to the height of tl,e

" cap_llary-gravity waves modulated by the larger waves in tilt and by straining

of the short wave field. The question then arises as to what chalacteristic

of tht:wind field is most probably correlated with t le wa,'e number spectrum

of the capillary-gravity waves. This study reviews tle justification for

_electing U as the appropriate meteorological parameter to be associated with

backscatter from L-band to K -band. Both theoretical reasens __ndexperimentalu
evidence are used to demonstrate that the dominant parameter is U/C(!) where

ITis the wind speed at a height of about _/2 fol waves having a phase speed
of C(_).

_" ttlSTORICAL REVIEW

; The steps that lead to the development of the SEASAT-SASS go back to the
early theories of radar backscatter from the sea surface end to measurements

of the high frequency part of the spectrum of wind generated waves in wind
wave flumes. Programs of the Advanced App]__'_ationsExperiment Office of NASA
were initiated in the middle 196L"s to measure the normalized radar backscat-

tering cross section from aircraft as reported by Moore and Bradley (]969).

Measurements of the high frequency waves in wind-wave flumes as in Pierson and

Stacy (1973) and Mitsuyasu and Honda (1974) were made in attempts to relate
the water waves to the radar waves by means of various versions of B_agg scat-

tering theory, as in Rice (1951), and others. There were other contending

theories of backscatter that depended on the entire wave number spectrum as

in Chia (1968). The full spectrum is still, in a sense, needed to correct

Bragg theory and to account for low inrid_nce angles.

^_ _..... ._owind-wave flume mea-To connect aircraft measurements at 500 m, ........ ,

sureme_ t3 in flumes several meters high requires knowledge of the v=r_tion of

the time _veraged wind with height. Experiments in wind wave flumes usually

provided the quantities, u, and z , and aircraft measurements provided a mean
; wind at flight altitude or were m._e near some surface platform to obtain wind

_- speed and direction, air temFerature , sea temperature and, perhaps, relative
humidity at some height above the sea surfa, e.

f_ The available theory for .onnecting wind wave flume measurements to free

: atmosphere measurements is that of Monln Obukhov (1954), which requires the

.A, empirical determination of the function, ¢(z/L), _here L is the stability

: leng=h and of either a relationship between z° and u, or the neutral drag

coeffLcient, CDN , defined by

:* 2 (_1)2. CDN
" / (1)
•. = U, 0

The generally accepted function for _(z/L) is presently the Businger--Dyerfunc-

-_ tion but there are no gene.'ally _ccepted functions for either Cn_(UNI n) or
z = z (u,). It is, however, generally agreed that the neutral_rag-@oeffi -
c°tent _s not a constant.
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'I11cdetails on the development of the SEASAT-SASS can be ¢,"'_,r_d _n the

_;kvlab EREP Investigations Summary (NASA SP-39q) the sp_'lal i_sue i;_ _ience

(V_I. 204, Tune 1979_, the IEEE Journal of Oceanic Fn6lnee.ring (Vo[. OE-5,

April 1980) and two Journal of G_e_ Research sp.'ciai issues (Vol. 87

7_o. c5 April 1982 and Vol. 88. No. C3 Feb. 1983) and in the p_ppr_ tit-,:

therein. It will be necessary to search rather diligently to find out which,

_I luan>',closure relations wa_ usod either to relate wind-wav_ flume data to

t!,e free atmosphere or to refer the _ind to some constant height above the

sea surface. It will also be difficult tu fiat! the rationale for the decision

to relate backscatter to the mean wind speed and direction at a height of 19.5
m above ti_e sea surface.

THE PRESENT SITUATION

7_e sit,ation becomes even more confusing when one reads Jones;, et al.

(197/) 7ones and Schroeder (1978), Ross and Jones (1978), Liu and Large (1981),
:_',3_i_,,et al (1982), Brown (]983) and Pierson (]983). The 1977 reference

fi.._s :_pover law (to be defined later) relationship between o°(NRCS) and

wind sl_ :d for up _nd, downwind and crosswind and gives forms for ,5° versuc ×

-. for fix__d _{ and 0. Jones and Schroeder (1978) use a zo versus u, relation

shi_, .given by Cardone (1970) an] find a power law relationshi_ip for u,. Ross

and Tones 1978) mpn=ured backscatter, both polarizations, UN _, u. and zo• 1U^
inferred t _m aircraft data at 150 m over a fetch from zero to _,4 Van and

found esse;,t_ally constant backscatter, wind speed, and u, values far UNIo
equal to 13.0 m/s a,d 9.0 m/s. The gravity waves increased in height over

the fetch, but none of the othe_ p_rameter_ changed by more than what would

be expected as a result of mesoscale turbulence. Liu and Large (1981) tried

to relate JASIN measurements of u, to o° and found "no significant differenceO

bctweeu the correlation of o° versus UN and o versus u_ "(see also Pierson

(1983)). _ The S3 group (O'Brien, et al. (1982)) believe that the vector wind
stre_s, _, is the primary quantity needed to study w_d driven ocean currents

but do not address either the relationship betw_u the wind and the wind

stress or the mechanism by which the wind actually generates ocean currents.

Brown (Iq83) writes that "Since the estab!zshment of good parameterizations

between qcatterometer signal and surface winds in regions of rapid change and

strong air-sea interaction are hampered by lack of good wind data, the _atio- i

_mlization for wind rather than surface stress algorithms is not so strong.

As an appropriate consort to the surface reflectivity, we might as well accept

u, rather than its ersatz companion, the wind. In regions where air-sea tem-

perature differences are available, there is no difference, as [(i)] accura-

' tely relates U(z) to u,. However, in dynamic regions, such as an intense

-f cyclone with resultant large air-se_ temperature difference, u, can be expected

to provide better correlations with the seatterometer". Pierson (1983) iden-

tifies the oroblem and argues that the wind is the more basic parameter and

should be the quantity correlated with backscatter. An experiment to help

'' clarify the problem is outlined for some future scatterometer such as NROSS.

STATEMENT OF PROBLEM

= The various paper cited above document a variety of opinions on the relative

importance of -a_ious parameters and measurements of the dependence of radar

backscatter or some property of the atmosphere in motion, To do so, it is

:_ first necessary to state the problem according to our present understanding
of it.

-- !

76
IJ_ , ,.

- @L.

984019194-084



lhe primary quantity of meteorology is the air itself. It has mass, or den-

: sity, and a wide cariatlon in its ability to ho]d water vapor.
g

Air in motion is the wind, so wind is a secondary quantity. The speeds and

C directions of the winds are highly variable quantities near the Earth's aur-

" face, and even more so at the higher elevations of the atmosphere. For
synoptic scale meteorological applications, the winds in a time averaged sense

are not measured very accurately by presently aval]ahle conventional and re-

" motely sensed meteorological methods (with the possible exception of the SASS)
as shown by Pierson (1983) and others.

Air in motion, the wind, is turbulent. For the study of turbulence, a terti-

ary quantity is the downward flux of turbulent momentum toward the sea surface

in the planetary bouvdary layer as defined by (2).
r

2 ' '
t u, = T/p = -<u W > (2)
I 2

The quantity, u,, is not routinely measured over the oceans. The quantity
indicated by (2) is in essence the cospectrum of the fluctuations about some

mean value of U as in U = U + u averaged over an appropriate time interval

at some reasonable height above the sea surface and the fluctuations in the
; vertical velocity, which are usually taken to have a zero mean. Thi_ _o- ,

spectrum is shown by Large and Pond (1981) and high quality data on (2) can

be found in Large's Thesis,Large and Pond (1981) and Smith (1980), among others.

, Near the sea surface for a height somewhere above the waves up to some higher

elevation (2) is assumed to he a slowly varying quantity wf h time but more

or less independent of height.

There are other ways that the wind affects the sea surface other than the

downward flux of momentum implied by <u: 'w >. One of the most important is

the variable dynamic pressures applied to the moving water surface and the

phase and magnitude of these varying pressures relative to the waves that are

present. Fluxes of heat and water vapor are also involved as eddy quantities,

--_ each having problems associated with tbeir bulk parameterization.
!.

'_ Somehow or other, air in turbulent motion over the ocean generates waves.

These waves are more or less random as a time history at a point, short

crested, and variable as to their properties as a function of the motion of
the air over them, distance over _ich the air has moved and the time duration

of the velocity of movement. These waves are described ultimately by non-

linear equations, but present cheorles are at best third order approximations.

Within a linear theory, the spectrum of the waves generated by the moving i

air covers about three orders of magnitude in frequency and five, or so, in
wave number. For waves shorter than about 5 cm, surface tension becomes I

important. Since the rada_ wavelength of the SASS on SEASAT is 2 cm, capil- i
lary waves near 2 cm in lengtl are important in backscattering theories.

Capillary waves ,have rounded ,rests and sharper troug_s that point down into i
I

the water. According to Crapper (1957) the limiting form of pure periodic I

capillary waves produces waves with a very strange profile that can be as i

high as they are long. t

The SEASAT-SASS estimated the power of the electromagnetic radiation back- !

scattered from the sea surface. Actually the recelrad power plus the noise I
in the system was estimated and then an estimate of the noise was subt:acted. I
For low signal (_ i0-15 to 10-16 watts) to noise ratios (- I0 to -15 db), it

was quite possible to obtain a negative estimate of the received power, which, I
unfortunately, was ignored in further data proces3ing.

I
Pierson and Stacy (1973) showed that capillary waves are not generated in a
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wind-wave flume for winds corresponding _o friction velocities up to about 12
cm/sec, which yields a wind of about 4 m/s at 19.5 m. Lfu and Lin (1982)

have used laser methods to estimate the frequency spectrum of capillary waves.

Their results differ from earlier studies, but still suggest that the spectrum

increases more rapidly at higher frequencies than at lower frequencies in the

capillary range. Since wavenumbers and not frequencies are the appropriate

quantities in backscatter theories capillary waves advected forward and backward
by the _ _nger gravity waves may have their frequencies Doppler shifted so that

tilefrequency spectrum cannot be simply transformed to the wavenumber spectrum.

Thu SEASAT-SASS (and by extention any other scatterometer) measures the

roughness of the sea surface, including, perhaps, flying spray, and the sharp

corners at the crests of gravity waves, and the Bragg scattering from a surface

tilted by gravity w3ves and related to the capillary vector wave number spec-

trum. 2A scatterou_eter measures neither the wind nor u,, or by extention,
= pu,. The connection between the sea surface roughened by the moving air

and the estimates of the normalized radar backscatterlng cross section mea-

sured by a scatterometer is thus ouilt on a chain of theoretical and experi-

mental results that depend on the true nature of the moving air in the plane-

tary boundary layer and on how waves are generated. Neither the effective

l- neutral wind at 19.5 m above the mean sea surface nor u, may prove to be most
directly related to backscatter measurements.

THE SASS-I MODEL FUNCTION

The design of the experiments to determine the relationship between back-

scatter and moving air began several years before the launch of SEASAT. The

worst case design was predicated on being able to determine a wind of 4 m/s

within plus or minus 2 m/s ba_ed on the aircraft data of Jones, et al. (1977)
and on Pierson and Stacy (1973). There were several dozens of published

relationships for CDN = CDN(UI0) , or variants thereof relating zo and u,. It i
was impossible to pick one and prohibitively expensive to measure u, over a
wide enough range of wind speeds during the anticipated lifetime of SEASAT. !

The choice of the effective neutral wind at 19.5 m was based on two consid-

erations. They were that anemometers on transient ships are at heights
considerably in excess of i0 meters and that winds corrected to this height !

by means of Monin-Obukhov theory were relatlvelv insensitive to which cho_ e, of
many, was made for equation (I) even after correction for stability effects.

Col,;ider, the simplified situation for which the drag coefficient is c_a- _!

stant and might equal I0-_, or perhaps 2.10 -3 or perhaps 3.10-3. The mean i

wind at 40 m can be referrea to the wind at 19.5 m for neutral stability by !

U(40)(1 + 1.63 C )
i; _(19.5)= __ (3)

" (1 +3"38 CDN_)__ t" and the wind at 5 m can be referred to 19.5 m by

U{5)(1 + 1.63 C_,)

_(19.5)- -=' (4)

(1 - 1.69 CDN_) I
The wind stress computed for a mean wind at 40 m is given by

_"' _ ffiP CDN _40 (I + 3.38 C )-2 (5)
¢
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and For 5 m by

, -2 ½
T = p CDN U5 ( 1 - 1.69 CDN)-2

(6)

_or th+, _mP wind at I0 m, the stress varies 57 a factor of 3 and u, vak'les

by 73% under these ass,mptions. With the?c _quations, and their obvious ex-

tentions, the wind measured at any height can be referred to 19.5 m. A wind
., • for neutral stratification of 15 m/s at 40 m yields winds of 14.09, 13,77 and

]3.52 m/s, for example, which for a factor of 3 in Cq pzoduces a 56 cm/sec

change in the wind at 19.5 m. Similarly a wind of I m/s at 5 m produces winds

uf 16.65, 17.4 and 18.00 m/s at 19.5 m for a 1.35 m/_ change. Corrections for

,_tability have roughly the same effect for a considerable variation in CDN.

The choices avoided a decision as to which of many drag coefficients should be

'. ,,_,ed. However, it did not avoid the basic question of how the roughened sea

_urfac_ iq related to the turbulent moving air over the ocean.

When these decisions were made, the inherent difficulties of measuring the

winds correctly by conventional meteorological means were not clearly in focus.

The evolution of the understanding of the problem can be traced through the

papers and special issues that have been cited above.

The SASS-I model function is an attempt to relate the effective neutral

• wind speed at 19.5 m, which is (or was) the anemometer height on the British

_. weather ships I and J, and wind direction, to backscatter, either vertically or
horizontally polarized, by means of a relationship of the form

o o= o ( ,x,e) (7)

where ]V[ is the magnitude of the wind vector, X, is the wind direction rela-

tive to the pointing direction of the radar beam and 8 is the incidence afLg]e.

The model for the model function was simplified to the form

o e):. o = K(X, 8) (8)

or to

oOI 1Odb loglo = i0 O(X,8) + H(X,B) lo_0V (9)

, hence the G-H tables of Schroeder, et al. (1983), and the concept, continued -'

from earlier refereaces, of a power law relation, between wind and backscatter,

which may or may not be correct. The objective is to find the vector wind,

: i.e. _, given ps_rs of backscatter measurements 90 ° apart for two

slightly different o's, and one really needs to find a best fi= to

- :vl= V(x,e, o°) (lo)

_ if the data have random errors. The problem becomes trivial if (8) 9r (9) isused but non-trlvlal if a simple inverse of (7) to yield (I0) is not available.

_ The graph of o° in db versus loglOV is a straight llne for any e and X.

If the SASS-I model function is correct, if a correct way to recover the

wind given the backscatter measurement_ is used and if the function giving CDN
as a function of _(i0) is known, then T can be found (plus ambiguities or

aliases). If CnN is a constant for all winds speeds, equation (9) becomes
" trivial since i_ becomes (ii) from (I) with a minor correction for the dlffr L-

ence between 19.5 and I0 m
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• _3°dh = lO(G(×,0) + it(×,0) loglo(U,/CDN_)) OF POOR QUALITY

: 1o(c(× o) _ + H(×,0) u,) (ll)' - 2 l°gl0 (CDN) 1°g10

and a power law still results.
?

However, if for the higher whld speeds

CDN = a + £0(i0) 412)2

: a_ in both S iith 41980) and Large and Pond (1981), then

- o 2
u7 = (_ + _0(10))(_,10)) (13)

The value of u, is then a rather complex function of U41 .5) and clearly a

power law relation between u, and o° will not apply.

Conver:;_iv _f the correct relation between backscatter and u, was a power
law as in

o 2,q- = _(A, 6)(u ):'(k' 0)/2 (14)

t hen
0

i lO lOgl(} ,_ = lO(lOglo _4X,0) + b{×.O) lOglo u, + B4X, 0)loglo fi(lO))

: 10(Iog10 _(×,0) + _(x,o)2(l°glO(_ + B_(IO))(TT(ZO))2) (15)

which is not a straight line on a o°db versus log U(10) plot.

Inevitably, then, it is necessary to return to the fundamental quest_.ns of

the way moving turbulent air roughens the sea surface. These are questions of

how the wind varies with height very close to the sea surface, of the relation

between 0(z), u,, and other parameters and of the basic physical effects

involved. Fhe problem is in one sense trivial, given an accepted equation for

C_. (U...) and that SASS-I, or something very similar, is correct. In another
UN il_i

sense, it i_ extremely complex, given that some of the theories and assumptlo_s

that have been used may be incorrect and that the study of the generation of J

waves by the wind, especzally capillary waves, is a difficult subject.

THE ROUGHNESS OF SHORT WAVES

Given that scatterometers respo,d to the roughness of w_ve8 with wave-

_ l_ngths in the neighborhood of the incident Bragg wavelengths, the fundame,

question posed in the title to this paper sep6_ates neatly Into two parts:
%

(a) the relationship between scattering cross-sectlon and the vector wave

number spectrum of the Bragg scatterers; and

(b) the parameterization of the spectrum of the Bragg scatterers in terms

of characteristics of the wind and of the entire wave spectrum. The tradi-

tional approach has been to lump the two parts into a single "model function"

_ relating the measured backscatter to either wind speed or friction velocity.There are so many sources of error in this approach and so few comprehensive

_ sets of surface comparative data that no consensus has emerged regarding the
_,_ source of backscatter variations. Zn this section we employ some field

,.s* observations of frequency spectra of short waves to attempt to throw some light

on the _econd of the points listed above.m-
- 80
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A complete an_w._r to part (b), above, requires d_ zailed knowledge of the wave

u,1_bcr _p,,ctrumof the Bragg scatterers and its dependence on external forcing•I

di.;_ipation and r_odulatlnn by longer wave component,_. This is a great deal

more than the experimental data will support, and we must content our-.elves

, her_ wit}, a look at the Integra of the slectrum or the vari ncc fo_"?v cicular

bands of ,'omponcnts. Thus, we would like to explore the dependence of the

spectral density of the gravity.capillary o_, at least the very short gravity

wave_;,cm appropriate indicators of external forcing.

However, the Doppler shift of observed frequencies of short waves due t_
longer wav,.4 an' currents limits the range of short waves for which the

observed frequez_cy spectrum yields any useful information about the desired

wave number spectrum. For w:_-esat the gravlty-capillary range of direct
interest, the orbital velocities of the long waves are gener-

ally _uffJcient to reverse t..ei[propagation direction, thereby ma_ing it

difficult to deduce _he wave-number spectrum from the observed frequency
spectrum. On ti_eother hand, longer waves near _he peak of the spectrum can-

not be expected to behave in an analogous way to the very short Bragg scat-

terers, thelr spectral density being affected by advection and by pon-iinear
effects.

The spectral density of wave com oonents on the rear face of the spectrum,

sufficiently far from the peak, is a consequence of a balance between wind

inl.atand dissipation. The energy flux from the wind to the wave components

is brought about by both normal (pressure) and tangential (shear) stresses.

However, both calculations (Brooke Benjamin, (1959)and Miles, 1962)) and

experiment (Kendall (1970))indicate that normal stresses dominate the energy

flux. In a cecent numerical study, AI-Zanaidi and Hui (1984), using a two-

equation closure model for the boundary layer turbulence, have shown that the
energy input from the wind• 3E/_t, is related to the wind speed and the wave

phase speed• C by:

, ",E _a U_ ,_
1 _-_= '_'E -- _(_-- - 1 )- (16), Pw

I whets _ is a parameter, weakly dependent on the aerodynamic condition of the

surface - smooth, transitional or rough, _ in the radian frequency of the

I wave compotp:nt receiving wind input and, X is its wavelength and U_ is a
reference height for the calculation.

The expression (16) supported by laboratory measurements in the wind-wave• i

tank at the Canada Centre for Inland Waters, has the character of wind input {

induced by form drag. Inasmuch as the sea surLace is aerodyr _ically [

smooth only at the lowest wind speeds, much of the momentum and euergy flux i
from _he wind must necessarily involve correlations between surface slope and !

pressure brought about by the flow near the surface in relatlo,% to the wave-
" lengths of the surface roughness; i.e. the wave compo;tenta inducing and i

ao_urbing the ener,;y flux. Thus, the appropriate wind speed is the speed at

i a height corresponding to the wavelength (16) or a fraction thereof Some [• }
further ideas of the nature of marine surface drag are given by Stewart (1974). !

In an actively wind forced sea the gravity waves suffer dissipation largely i
through interm!ttent breaking. Breaking occurs when _h& )ocal vertical
acceleration at the ores," exceeds g/2. Since the height of waves of a patti- !

" cular wavelength varies irratically in sp_ce and flea% breaking is hlghly ,
intermittent. However, the frequency of breaking events will -:early increase
as the energy level in the spectrum increases. Thut._ the i_ae_,..,aal rate of
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dissipation vet radish of -_aves at 8 part£c,_'lar frequency vtll depend on the
spectral energy danslty _(_) and the grav£tatlonal acceleration, $,

.i _E _ _(" (17)

.. wherL:6 in a dln '-ionl,_.ssconstant a_d n, an exponent to be detcrnlned by
i exper unent.

' Of course the choice of a power law for the functional form of (17) Is pure-
ly a matter of conTenlence. By suitable choice of n, the dissipation rate
_.a, be made more or less sensitlve to spectral density. _ '

On the plausible assumption that the short sra-ity smv_8 strike • balance
: between direct wlnd lnput end dissipation throogh t:;-_Ins, (16) and (17) may

be equated co yleld"

5 _. 1)2/n (18)
gw

where the disperslon relation for s_sll _pl_ude sravity _ves has been used
:: to replace C.

-5
For many years the rear face of the spectrum was thousht to follow an

power law corresponding to the "hard s_' ratlon" of Phill£ps (1958) theory.

._ In (18) thls frequency depende_ce hsplles n - 0. _>w It appears (Fo_rlsta1?.A
(1981) Kate• (1981), Donelan, et 81. (1983_, Kltat$orodektl, (_._83))that . !i P J

: provldes a bet*.er description of the energy contalnln s (end not Hverely !
Doppler shlfted) wa_,es on the fur face of the spectrum. _hls corresponds to i
n = 2 or relat:,ely "soft saturatlon", 1.e. the rate of dls_/_tion is not [
e::_remely sharply dependent on the spectral denslty. ]" After correcting for Doppldr shift dtstort£ons to the observ,_ spactruu_ the
n_llzed spectre1 denslty _(_) _.'.5/82 nay be compared with the various t_
candtdate_ r.sken to be representer Lye of wi_d forctna. Tho_e ere: (a) the i

• neutral equivalent wind speed 8t •hip anemometer he4.shtU. 1 ., 8_nerally
f_.voured by _eteorolo$ists and (b) the frlctlon ve_cit_ _,_;_tho hope of most , _
o_.eanogrephers, snd _c),((tk0/s)-I) which 1s su_ested b_ the roush _n_lysts ,] .

_bove. I" '_
DATA -:_

The data set constts of 52 observations on _aJke Ontario each 20 minutes Ion$ ,. ,.
in _hlch the raves were sensed by a capacitance vlra and sompXed at 20 lie and ", _
the wind speed and turbulemt components were sensed by 8 G111 anemometer
btvane and 88npled st 5 lie. The averaSe drq coeffLc_en, yes estimated from

. the direct Reynolds flux usLn 8 stresses 8veraaod ov_r 1 bear, or ionBer . If . :
conditions were steady. Th_ frict/on valoctty we them computed from the
20 nioute sversse vlnd speed u_io8 (1). l_t oheorvnd frequency of _ - 17.3 i, .
sac-1 yes ulacted because tLeu v_ves Ire wfftcLently far from the peak t, •

:_ to alloy th_ balance of vtnd .Input and die. ;.petimm ud yet ioa8 enouah . _
(X - 20.7 ca) am that the DoI_l_ diar_rtlen _ss tolerable, l_ch s_tr81

**_: estimate had 1916 dqrees of free_an sad the frequency of 17.3 8oc -_ ores the :_ -

_i eneray _iShtM cmtroid of the bsM msly_, band on an _-_ sOectrtl. _ :,

Each spectral ust/s_te usa co__act_d fm_ the @IrKs of the i}o_p_t shift _
of the lousvr troves usin 8 an _s_t_._l sl_pe sad orb4tt_L v_ltiss with . •

_ GaussLsn dlst]_ltmt;to_ of stsnda_J dovtstioa 0 mm 0,,| _a_¢ e_p_8 the poak } .,_:

frequency _md c_J_ the vstiame_ o _. the en_fm'e_t_. Jim _'_ sputrun, t °_
wlth sharp eut-_ff st Up yieMs ovmV3"up Or,. liogm_, theme 8ener811y short • .
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fetchc_ spectra have most of the energy concentrated near the peak (Donelan, et

al. (1983_); furthermore the attenuation of the velocities due to shorter
!: waves and the increased spreading of wave energy of the shorter waves all

/

tend to reduce the contribution of the waves above the peak to the root-mean-

t square Doppler shifting orbital velocities.

Observations of the bulk Richardson numbe_ were used to compute the Monin-

Obukhov stability index (Donelan, et al. (1974)) and thus to compute toe

neutral equivalent wind speed at any height in the manner described by Large
and Pond (1981).

RESULTS AND DISCUSSION

The Doppler shift corrected and normalized spectral estimates are compared

• with U(19.5), u, and ((U(%/2)_/g)-l) in Figures i, 2 and 3 respectively. In
• _ eac_ case ther : ts some correlation of the spectral estimates with the wind

_.• forcb,g parameter.

_ TP" points of Figs. i and 2 are clearly stratified with respect to the para-
_ . meter, U/Cv. Especially in Fig. 2, the spectral estimates corresponding to

__ high U/Cp _alues are well l_low the other estimates. The explanation for this
._ is probably that the friction velocity (or stress) receives contributions from
_ '.heroughness due to the entire wave spectrum, while the spectral estimate

i! reflects only the wind input to that part of the spectrum. For low values of
;_ U/C , most of the stress is carried by short waves (see'for example,

Kit_igorodskii and Volkov (1965) and Donelan (1982)) and therefore the spectral

estimates on the rear face of the spectrum reflect the stress. On the other

' hand when U/Cv is large (small nondimensional fetch) a greater portion of the
: flux of momentum to the waves is absorbed directly by the waves near the peak

of the spectrum. Under these conditions, the spectral levels on the rear face

are poor indicators of the total stress. The equivalent neutral wind at an

anemom.:ter height, (say 19.5 m) is obtained from the usual logarithmic profile

equation, Uz =(u, _n(Z/Zo))/_, where both u, and zo are affected by the entire
wave spectrum. The above comments regarding u, consequently apply also to

• U(19.5). _

When the spectral estimates are plotted in the context of (18) as in Fig. 3, _

• the stratification U/Cp dissapears although some scatter remains. Much of the
_catter is probably due to inexact correction for Doppler shift and other more
complex aspects of the modulation of short waves by long waves (Irvine (1983)).

Nontheless, the considerable improvement of the correlation in Fig. 3 over Figs.

i and 2 suggests that, of the three choices explored, that given by (18) follows

the data best. The least square regress.ion line shown has been forced through •
the origin and has a slope of 4.66 • 10-3, which is therefore the empirical .

value of y in (18). A reasonable fit to the straight llne in Fig. 3 implies
= n = 2 in (18). The choice of U at _/2 is arbitrary and relatively insensitive

I to height within a wavelength, or so of the surface.
It might be argued that since the spectral estimates are related to u,,

except for high U/C_, u, may be _nferred from backscatter at these wavelengths
over most of the ocean much of the time where U/Cp is generally less than 2.0.
Clearly this is unacceptable since during major storms the stress will be
surely underestimated. Opposing swells complicate the sitmation even more.

The waves analysed here are an order of magnitude longer than those of the
SASS. The response of 2 cm waves to some wind parameter is the question.
Clearly these short waves are affected by other factors. However, the comments
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"i FIG 3 Normalized Spectral Density Versus ((U_/g)-l). (In these Lbree figures, !
symbols correspond to various values _f the ratio of the measured wind speed

.i to the phase speed of the spectral peak.)

! made above for longer -_a:-_smight be expected to apply. Even though the I
, spectral form may change, the rei_¢ant wind parameter will still be ((U/C(_))-I)

and not u,. I

' CONCLUDING REMARKS

i
This complex problem has many facets, but we note that the wind profile !

I near the surface is nearly neutral so that U at _ome he__ght is not too il- 'i

i logical a starting point for improved models. Ultimately, though, it is to :-: be expected that U(z) u, and zo will be related to the wave spectrum with' i
perhaps a time lag and perhaps a dependence on high opposing swells and cross i

" seas. Capillary waves for Ku band will also be affected by surface tension
and viscosity as well as possible breaking. That some sort of quasi-equillb- i
rium exists over most of the ocean most of the time is demonstrated by the !

wind data from the SASS, but the reservations stated herein and the first
- sentence of the quotation from Brown (1983) must be kept in mind. There is,

however little hope that the tangential stress, u,, will be more directly

r related to the waves than the normal stress (i.e. turbulent pressure

variations). Direct measurements at sea of the vector wave number I

spectrum for waves from 20 to i cm in length will be needed to clari- i
fy these problems as well as more accurate data on the air sea temp- !
erature difference. I
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_._ ;:bstract

A scanning pencil-beam scatterometer for ocean windvector determination has
-: potential advantages over the fan-beam systems used and proposed heretofore. The
" pencil beam permits use of lower transmitter power, and at the same time allows

concurrent use of the reflector by a radiometer to correct for atmcsphe,'ic
attenuation and other radiometers for other purposes. The use of dual hea:_s based
on the same scanning reflector permits four looks at each cell on the surface,

_ thereby improving accuracy and allowing alias _emoval
This paper describes simulation results For a spaceborne dual-bea_ scanning

scatterometer with a I-watt radiatpd powe_ at an orbital altitude of 900 km. lwo
=_- novel algorithms for removin!} the aliases in the ;,indvector are escrihed, in
' addition to an adaptation of the conventional maximum-likelihood algorlthm. The

new algorithms are more effective at alias removal than the conventional one.
'!easurementerrors for the wind speed, assuming perfect alias removal, were found

" to be less than 10%.

i.0 I_TRODUCTION

Plans for wind-vector measurement with spaceborne radar scatterometers often
call for measurements with a radiometer on the same spacecraft. Although many of
these measurements may be independent of the scatterometer, at least some of them
should be used to correct errors in the measured backscatter due to atmospheric
attenuation. In fact, a radiometer should always be used in conjunction with a
scatterometer for this purpose.

A major problem with this correction occurs when the radiometer and
scatterometer have different scan patterns and the radiometer has a larger
footprint than the scatterometer [Moore, et al., 1983], The problem exists because
ston;}cells are often small compared with the size of a single rddiometer
footprint, SO combining several radiometer measurements to correct a scatterometer
measurement for a cell overlapping several radiometer cells results in sinnificant
errors in the "correction". The instrument configuration discussed here is
intended to overcome this problem.

-'= This arrangement calls for both instruments to have the same scan pattern and
' ! for the radiometer to have a footprint coincident with that of the scatterometer
- and, to the extent possible, a footprint of the same or smaller size. This is
-_ achieved by using the same scanning pencil-beam antenna for both scatterometer and
' radiometer. In addition, a second beam achieved by using an offset feed in the

i. same antenna allows the scatterometer to have four rather than two azimuth angles
(relative to the wind direction) for viewing each scatterometer cell.

The basic configuration is shown in Figure 1. Two circles at different
distances from the suborbital track are shown, along with a line parallel to the
track but displaced frmn it. The outer circle is the locus of scan positions for
the radiometer and for scatterometer beam no.l, and the Inner circle is the locus
for scatterometer beam no. 2. The intersections of these circles with the
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Fig. I: Basic Configuration of Fig. 2: Flow Chart for
Scanning Scatterometer Simulation

displaced track line show the four different angles that are used by the

! scatterometer to view each cell on the surface. Use of only two look directions
. results in up to four "aliases" of the wind direction [Wurtele, et al., 19°2] Use i

of additional beams can reduce this alias problem and allow determination of the
correct wind direction much of the time without use of collateral data or pa_tern
recognition [Shanmugan, et al., 1982] This paper"presents simulations that
illustrate hovlwell the four-beam system solves the alias problem.

Advantages of this system include:
(I) Only one antenna is needed for both radiometer and scatterometer.
(2) Use of the relatively large aperture required for the radiometer allows

the scatterometer power to be quite low (I watt in these simulations).
(3) Since all scatterometer measurements are at only two fixed angles of

incidence, errors in n_deling the incidence-angle variatien of the "
scattering coefficient do not exist, and the data processing for the
scatterometer need not have algorithms to handle incidence-angle

: variations.
The primary disadvantage of this system is that the look directions for the
different cells are neither orthogonal (as on SEASAT) nor constant. On the other
hand, the effect of the rotation of the earth on the SEASAT observations was to

_ make the orthogonal beams on th_ spacecraft more difficult to handle than they
would have been if they had been oriented relative to the ground track rather than
relative to the orbit plane. Hence the complexity in the computations associated

-_ with non-orthogonal beams is at least partly cancelled by the complexity

associated with correcting for earth-rotation effects in the orthogonal-beam

• system. For some angular combinations with the scanning beam the accuracy is less
than with orthogonal looks, but these may be avoided at some sacrifice in swath
width.

Here we treat two subjects associated with the scanning-beam system:
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algorithm development for determining wind vectors with the scannin(] four-bea::l
scatterometer and measurement errors with such a system. The treatment is
accomplished using Monte Carlo simulations. A11 simulations assume an effective
transmitter average power of I watt at a spacecraft altitude of 900 kin. Other
parameters used are listed in Table I. The algorithms used include a modification
of the maximum-likelihood (or SOS) algorithm used for S[ASAT [Jones, et al., !c)_2]
and two simple pattern-recognition schemes based on comparison of results froJ:l
nearby cells. The averages of norms between the true wind vectors and the
simulated ones are computed to illustrate the errors.

2.0 SII.IULATION _4[THOD

The major steps in the simulation of the scanning scattero_neters are shown in
Figure 2.

Step I: Input of System Parameters: This step inputs all parameters that
are needed in the following computation. The list oF the parameters is shown in
Table I.

Ste£ 2: Compute Noise-Free Backscatterinq Coefficients {o_} : This step
computes a set oF noise-free backscattering coefficients in equation (I).

a_ (dB) = IO[G(_° - _ - IBO°,O_,_g) + H(¢° -'Pg.- I_(1°,°9'_)1°gIOI0oI;(I) i

where:
= true wind vector ,

"O = Ct%lcOS_o,lL_olSin_o ) ,
;o true wind direction relative to _.uborbital track (see Figure 1) :
;_ look angle relative to suborbital _-ack (see Figure I)
,I= notation to d_stinguish looks
$_ = incidence angle
.--_= polarization (HH or VV)
G(.),H(.) = G-H Table [Schroeder, et al., 1982] describing the scattering

model function i

TABLE I
PARAMETERS OF SIMULATION "."

i

Transmit Power (W) I.O i
rloiseTemperature (°K) 273.F) i
System Los_ (dB) 4.0 ',
;ioise Figure (riB) 4.0 !

P,ea'nwidth-H (deg) 1.0 i
P,eamwidth-V (deg) 1.0 l°adiation Efficiency O.R
Fraction of time to ()assfootprint kI (1.1
Signal and Noise Integration Time Ratio kN I0.0 I
;_avelength(MM) 22.0
Sat_!!ite lleight(km) go0.o _
Slant Range (kin) 1127.6 i i

I

i

g_

I

II

._ ,,,- ,,:
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Step__3i. Comp,?t:rLtlorq)al i z___,(___S_tan_dar_dDev_igtigr] of iae(]sgrL!_j,er]t_.__Frr'o,/!Lp(_:) I,U!,
tO ,v)lSt:. T,his ',t.im (;;),lpuLes I.hu rlormalizt,(t stan(lar;I deviation Kp(_.) of

f ¢" - t •m.,easure[aent error L_,r(,nt/all, et <11 ,.] as

K 2(_.) (,1 + .S_,IR-1)_ + St_R-2.......... if-f--
P I;cfI c [kN

wher'_ :
rsgr_

,,, = signal-to-noise power ratio
[_c = receiver handwidth
TI = signal integration time
kH = noi _>,.-to-,1,]nal_ integration time ratio

; = notation to distinguish looks.
;_ote that only the "_ _"_,.cL1ver noise is taken account oF in these simulations,
although the measurements might also he noisy hecause of sampling varlability.

2tep 4: Co,]2_L!_t_(___loisy" Backsca_.tering Coefficients (oil}. This step computes
the set ')f noisy bacI:scattering coefficients {_] in equation (3). It is assumed

- that .,-_'._.~art distributed log-normally.

In o°_.= In o_ + A,J°. (.3)

where

-_o0,,= Gaussian random variable with 0 mean and Kp(L).. deviation.
p = notation to distinguish looks.

Step 5". Com)utP:I . ...........Wind Alias from {o°_} . The maximum-likelihood method is
applied as the algorithm for computat_on-of the wind alias fro_,l {o_} . ThJs, the
wind vectors !_(=(Ir]!cos_,l[_Isin@)] at which the probab'lity density function (PDF)
of equation (4) have local maxima are computed [Jones, et a1., IqH,2]

4

exp { - _- (ino_-f(U,_))Z/2Kp
r_ _ai _:I ........ r4)

/ dll exp { _ (Ina_-f(l],g))2/2Kp2(g)}
where : _=1

f('_,Z)= (InlO)[GC,-,g - 180°,0g,c_) + lI(,-,g-lSO°,O_,cZ)].logloFUI (5)

__ The procedures from Step I to Step 5 are iterated for several true wind
• two polarizations, because these

vectors %, qround points, incidence angles andoarameters seriously influence wind alias and wind ,w_asurementerror, qther
parameters are fixed at suitable values for spaceborne system_. Wind-alias

" re.nova]and ,m.as:_re_._enterror are estimated in Steps 6 and 7.

3.0 WI!ID-ALIASREMOVAL

"'. The PDF of equation (4) usually results in two or four local n_xima of the
o wind direction, r,;sultingin wind aliases. The local probability maximum for a
_II wrong wind vector often has a larger value than the local ,_ximum ,)fthe correct

wind vector. Hence, it is important to remove wind aliases by other means.

,_. -:xamplesof the simulation results are shown in Figures 4-13. Para_aetersof
i_ the simula_.io,are shown in these figures and in Table I. In these Figures
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"ground-track" show _, flip ,li r_,ct ir)n r_.f spacecraft mntiorl and "AT.Ann." shows
forward azif'_uth lo,}F ,_r.jle'; ')I ,'ach l)eam. (TIt(: r',:fur'ecce axis is the qrmJnH,-
track_-. Aft azimutll look am]leg of each beam are given by suhtractinq forward
Io_',, am31es fr_]_ I_;0°. llle an,l|e between the vector and "flrounn-track" show'_ the
wind direction and the magnitude of the vector shows the wind speed.

'lote th]t the type of "hox" LJged for simu]ating the pattern recognitioq
techniques i,_ not cotllplete]y realistic hecause it is based on Die angles us,:d for
the si_ulations. The llorizontai (j) dimension on the "chicken tracks" corresponds
with along-track spacings For tile satellite. The vertical (i) dimension on the
"chicken tracks" corresponds to dcross-track spacings for the heam, hut these
dimensions are based on the angles se]ected for simulation rather than on uniform
spacings. Figure 3 illustrates the dimensions of these boxes For different

central angles chosen. A more realistic simulation would invo]ve square boxes,
but would m_an rone_.ting the siqlu13_ion3 For t.hesp. ,lli,]lc._s.

Fig. 3: Ground Spacings of Cells vs Azimuth Angle. (a) Outer Cells
for Window1; (b) Outer Cells for Window2

The 4-vector plots ("sea chickens") shown in Figure 4a were prepared for each
case studied, hut only one example is presented here. These show the win.d alias
vectors, and ..... × shows any wind alias whose m)rmalized pr()hal)ility P(L), is
over 0.i, where _-

P(K) - PI)F{K)K (6)n
" PDF(K)

_ Y:I

t ".- where: i
_ PDF = probabilitydensityfunctionin equation(4). I

K = notationto distinguishalias. I
Kn : numberof aliases. 1

The "AliasRemoval"code shows the wind vectorswhich are selectedby one of the I
followingalias removalalgorithms. I

, I

(I) Algorithml - (_!axi,numProbability) i

!I(I,J,Kc) , I!ax[P(l,,l,K)] (7) ' '
K:Kc K l
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In this algoritml, the alias that has I_laxi;llufll nor:llalized probability is
selected as the ('urrect wind w_'ctor. Where"

!_(I,J,K_ -- wind alias,
? I.,1 :- notation to (listinguJ';h 9roun,i point (see l-igures 3(a) an,! (h)),

K -- notation to distinguish alias,
• P(I,J,K) = normalized probability of wind alias.

Figure 4b shows an example of the wind vectors obtained hy selectinq the
alias in Fi']ure 4a _Jsing Algorithm I for 4 m/sec winds with vertical polarization

; f3r the forward beam pointe,l in the upwind direction. Since the results with
/,199_ith:_ l are ,],,nerally inferior t() those with the other al.lorithm.;, th _ r'e_sij_ts
,)brained with this ,Jlgorithm are n()t :'.p(,ate, l for the other examples shown.

2) _Ithm 2 - _Pattern P_,_ec_o__nition- I)_

":(I.,,J.K ) * [.!in _: CII.lin{IIi(i,,j,k) -ti(l,,J,K)'IIti(I,,J,K)II]], (?,
c Y=K i j kC

" In this al,jorith.'l, the wind alias which is satisfied with equation (?) i_
•. selected as the correct wind vector. There F[.] is the average over i and j and

the ranges of i and j are as follows:

(i) I-I _ i ._ I+I, j = J-l, J = J+l -Window I '9)

(ii) I-I < i _ I+I, j = J-2, .j = J+2 -Wind(_ 2 I0)
(See Figure 3)

Window ! uses adjacent cells in the pattern-recogt.,tion scheme, whereas _,lindow 2
:; uses both adjacent cells and the next cell away in the cross-track direction. _ "

Thus, Window I ,_sesg cells for alias removal, whereas Window 2 uses 15 cells.
This is particularly important for the large azimuth angles, where the geometry of
the simulation indicated in Figure 2 causes adjacent cross-track cells to be very
close together. Of course, the assumption of uniform wind fields is more
important in using Window 2.

Window I is tsed in Figures 4c and 5a to illustrate the use _. Algorithm 2 [
(Pattern Recognition - I). The other examples shown are for Algorithm 3 (Pattern I
Recou,_ition- 2), _ince it gives better results. I ,

(3) ;_Igorithm3 - (Pattern Recognition - 2]_ I

O(I,J,Kc) , I_in[E{Min {-_n(P(I,J,K)'P(i,j,k)l'l !
K:K K ij k i
c (II) :

- .l'](i,j,k)- _(I,J,K)I/I_(I,J,K)I}]] i

!In this algorithm, the wind alias which is selected by _luatlon (II) is
presumed to be the correct wind vector. The range of I,j is given by equation (9!
or (I0). This weighted algorithm gives generally better results than Algoritqm i

"_ 2. Therefore it is use,!in all of the examples following the Initial ones that
are shown in Figures 4 and 5 to illustrate the i,nprovementof Algorithm 3 over

" Algorithm 2. Window 2 is used in Figures 6b, 7h, lP.ar_i13, since it ,jives I
• significant improve,_lentwhen the forward beam is in the crosswind (90°) direction.

I

i
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Thc simulation resJlts show the following"
"_ i) Every algorithm is apt to select wrong win,l vectors in the ca_e of low
_' wind sgeed. The error pattern of alqorithm ] seems to l;era._,iom,but

the error patterns of algnrithm 2 and of algorithm 2 se,_ t, _,e ,;c;<
consistent. Thus, algorithm 2 and algoritFm 3 are apt to select wind

i vectors i;_0° fran the correct direction. TI;Iserror (:ane_:sily'_,,
removed by examining the wind patterns.

, 2) Algo_ithm 2 is apt to select opposite wind vectors even in the c_se of

;; high wind speed.
,, (3) Window 2 improves the performance of Algorithm 2 and of Algorithm 3.
._ (4) Algorithm 3 with w,ndow 2 will select correct wind vectors almost

perfectly.
. Note that the low-wind-speed errors might he reduced hl use of higher power than

the I watt assumed. Tkcy would also be smaller if th, satellite were at a lower
altitude than g00 km.

i 4.0 MEASUREMENTERROROF WIND VECTOR
J

; In this section, the measurement error of the wind vector (after alias
"- removal) is investigated. It is presumed that the alias-removal algorithm works

" perfectly. Scannlng scatterometers with one beam (two look angles) are also
,_ investigated here.
!_ The simulation result_,are shown in Figures 14-16. Parameters of the

simulation are shown in Table I and in these figures. In these figu-, the
horizontal axes show the forward look angle of the inner beam. The vertical axes
show measurement error MC

i VEt101-ICo12]
MC= (12)

fool
where:

_o = true wind vector.= simulated wind vector.

Twenty-five noisy samples of wind vectors were simulated in look directions
relative to the wind of 0°, 30°, 60° and 90°. Hence, one hundrPd samples are used
in the average of equation (12). These figures show that vertical polarization,

, small incidence angle, and high win(!speed _educe measurement error of
scatterometers because they increase received power. Higher power at larger
incidence angles might improve performance, but no such simulations were
performeJ.

The averages of 2400 simultion samples as to three wind speeds (4.0 m/s, 12.0
" m/s, 2_ m/s), four wind directions (0°, 30°, 60°, 90°) and eight azimuth look

angles (10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°) are shown in Table 2. The rows of
Table 2 show parameters (incidence angle end polarlza_.ion)of the inner beam and
the columns show parameters of the outer beam. Although a smaller incidence angle
is better for scatterometers, scatterometers whose incidence angle is 50° for the
outer beams were investigated because 50° is often used in radiometers, and

: because 50° gives a wider measurement swath. These figures and Table ? obviously
, show the following:

(I) Two beam (four-look) scatterometers are better than one-beam (two-look)
i

scatterometers.

(2) Two-beam scatterometers give quite low :;_asurementerror over look i
angles from 20° to 80° off the surface track.

9s I
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(3) The simulation results in the case of low wind speed are not oood, but
an increase (i.e., to t_qowatts) in trans_l,,tpower would resolve this

problem easily.
T

IABLE 2

RVERAGEME.qSUREMENTERROR

_ HH VV HH VV IIH VV HH VV.........._...._I....._....
-T .060 .062 .06Bi

351HH .OBB

,o:.. I i

i._. i--'--

•', VV i

• 16 ! . 128ti•89E
qS ......... I-

I

I

F 58 ...... _9-8-8
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5.0 CONCLUSIONS
C.

Vlindalias removal and measurement error of wind vector in scannlno two-beam

scattero,neterswere estimated using comp,ltersimulation. In the estimation of
wind alias re_,_oval,two novel algorithms using pattern recounition technique, re
introducedand simulation results showed these algorithms are more powerful than/,
the conventionalmaximum-likelihoodalgorithm. Note that these algorithms would

: not he powerful in _catterometerswith fixed fan beams like SEASAT SASS. In the i

_ estimation of measurement error of wind vector, simulation results showed the i
I

scanning scatterometers give low enough measurement error over an arc from 20° to i
the side of the spacecraft track to 80° to the side to be practical. The average (
of measurement error was under 10.0%. )

=, Only receiver noise was taken account of as the primary factor of noise in ,I

this simulation. Other noise sources should be taken account of in future i
studies. Additional noise would increase KD. However, it is possible to

" reduce Kp by increasing transmit power. Only 1-watt transmit power was used in l
this simulation, t4oredetailed studies would make certain that the scanning
scatterometersare very powerful spaceborne wind-vector-measurement systems, i

96 .......i
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Ftgure 4: Examplesfor 0tfferent Stages tn Altas Removal. MtndSpeed4 m/sec.

LookAngleO+ (Ul_tnd for ForwardBeam). Verttcal polarization.(a)Result of basic a19orttlm, shovrlnga11ases; (b)A11ases vlth
maxtnmmprobabtlft7 on basic algorttlm; (c) Aliases selected by ,,_

g8 algorttlm 2; (d) A11asesselected by algorithn 3.
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: ABSTRACT ,

Improved second generation wink algorithms are used to process the three month
SEASAT SYUR and SASS data sets. The ne_" algorithms are derived without using in
situ anemometer measurements. All known b_-=es in the sensors' measurements are

removed, and the algorithms' model functions are _nternally self-consistent. The

.. computed SMt/R and SASS winds are collocated and compa,_'d on a 150 ks cell-by-cell
basis, giving a total of 115444 wl-d comparisons. The comparisons are done using
three different sets of SNt/R channels. When the 6.6H St/MR channel i= used for wind

retrieval, the St/MR and SASS winds a_ree to within 1.3 m/s over the SAgS ;-inary
swath. At nadir where the radar cross section is less sensitive to wind, the

agreeme : degrades ta 1.9 m/s. The agreement is very seed for winds from 0 to
15 m/s. Above 15 m/s, the off-nadir SAgS winds are consistently lower than the _'
St/t/R winds, while at nadir the high SASS winds are greater than St/t/R's. When 10.7H
is used for the St/t/R wind channel, the St/t/R/SASS wind comparisons are not quite as

good. When the frequency of the wind channel is increased to 18 GHz, the St/t/R/'-,ASS
agreement substantially degrades to about 5 m/s. "*

1. INTRODUCTION

Aircraft and satellite experiments have clearly demonstrated that the wind
speed near the sea surface can be remote'=y sensed by microwave radiometers and
scatterometers [Swift, 1977; Munn, 1975; Bernstcin, 1982]. The passive radiometer
c_llects the radiation that is naturally emitted by the sea surface and xntervonin8
atmosphere, whereas the active scattorometer measuzes the component of transmitted
power that is backsoattered from the sea surface. I_th the emitted and backscat-
tered radiation are dlrectly affected by surface roughness, which is correlated
with the near-surface wind speed. The correlation of roullhne=s and wind speed is a
complex, coupled phenomenon [Kinsman, 1965]. Ocean rougk_ue_s is first 8one_atod by

atmospheric pressure fluctuations and tangential wind shears. The newly $enoratod
! waves then transfer ener|y to other ocean wavelengths, which in turn affect the

wind flow.

I The oceano|raphlc satolllte SEASAT carried a multl-froqnoncy microwave radio--
:_ meter SJ/t/R and 8 14.6 OHz s©atterometer SAgS [Woissman, 1980]. The wind speeds in-,!

furred by these two sensors agreed with in site anemometer measurements to within
about 2 n/s [$onos ot al., 1982; Wonts st al., 1982]. Bettor agreement (1.4 n/s)
was obtained whoa the SNMR winds wore dire©Sly compared to the SAgS winds. This
|cod agreement for the SJ/NR/SASS comparisons indicated a high correlation exists
between the typos of roughness sensed by the two instruments.

Those original SNJ/R/SASS wind comparisons yore limited to a aeries of case
.- studios over the Northeast Pacific and the North Atlantic durln 8 two weeks in
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, September 1978. The wind retrieval algorithms were carefully tuned for this time
period and region, and the resulting wind comparisons looked very promising. How-
ever, when extending the comparisons to all oceans for the entire three month life
of SEASAT, these first generation algorithms proved to be biased and overly com-
plex. For example, the SMMR algorithm was plagued with temporal brightness temper-

atu_e (TQ) d_ifts and with rclativc TB biases that varied across the swath
[Bernsteln and Morris, 1983]. Also the algorithm attempted to use all the SMMR
channels, even though not enough was known about the relative error statistics of

: the various channels. The SASS algorithm produced winds that had an artificial
cross swath variation [Wentz et at., 1984]. Furthermore, the winds retrieved from

the horizontal polarization radar cross section (a e) measurements did not agree
with those coming from the vertical polarization _o. Finally, aO's corresponding
to low winds were systematically filtered out, and as a result the winds below

6 m/s wcre biased high.

Ln this investigation, we use improved second generation _ind algorithms to

process the three month SMMR/SASS data set. A unique feature of these algorithms
is that their derivations do no_ require in situ anemometer measurements. Thus the
algorithm winds are a true satellite product, not affected by problematic conven-
tional observations. In addition, the SMMR and SASS algorithms are developed

independently of each other. All known biases in the TB'S and e°'s are removed,
- and the algorithms' model functions are internally self-consistent. The resulting

retrieval techniques are more accurate and simpler than their forerunners.

The computed SMMP and SASS winds are collocated and compared on a cell-by-_ll
basis. The cell resolution Is 15_ km, which corresponds to the SMNR footprint size
for the lowest resolution 6.6 GHz channel. A total of 115444 wind comparisons are
made over SEASAT's three months. These comparisons are stratified according to
four swath positions going from nadir to the oute_ portion of the swath. To
_-termine the wind sensing performance of various radiometer configurations, the
comparisons are done using three different combinations of SMMR channels.

2. SMMR GEOPIPfSICAL_ORITHM

The retrieval of wind speed and other geophysical parameters from SMMR TB
measurements is accomplished by solving a set of simultaneou_ equations:

TBi = fi(Ts,W,V,L) (I)

where T i is the SMMR measurement for the i th ch_anel and fi('") is the corros-B
pending model function. The unt_nown variables _re sea-surface temperature Te (K),
wind speed W (m/s), atmospheric water vapor V (S/cam), and atmospheric liqtid water

L (g/om_). The SMMR TB model function was first derived by Ventz [1983a]• and
" later the wind-indncedemi_sivity term AE was modified [Wontz, 1984]. In the

• ori|inaL model, AE came from 119 collocated SMMR TB cells and SASS wind speeds for
two SEASAT passes over the North Pacific. Because of the small size of this data
set and problems with the earlier versions of the SASS winds• AE was rederived.

,- The new derivation is based on 32213 SMMR TB cells and is independent of SASS
winds. In add,Siena no in situ anemometer measurements are required in the nov
derivation. The new AE's are approximately the same as those obtained for the

"" earlier model.

The orilinal SEASAT SM%R 8eophysical algorithm [Wantz at al., 1982] used all
ton SMMR channels. With ton obse_yation8 and four unknowns• the system of oqua-

"- tions (1) is over-determined, and a least-squares technique was used to find T_• V•
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V, and L. Although the least-squares algorithm performed better than regression

algorithms [Lipes and Born, 1981], there was a drawback. A weight must bc assxgncd

to each channel. This weight represents the inverse of the expected variance

between the observation and the model funrtion. In general, tLe lover frequency

=" channels should he weighted murc _tr_vlly than th_ highc_ fl_q_e,_i_. Uafu, tu-

nately, not enough is culrently known aboat the error statistics of the observa-

tions or _odel function to determine the correct weights. In _i_w of this, we

decided to simplify the inversion problem and deal with a determlnistic set of

equations.

A d_terministic algorithm ,or finding T s, W, V, and L consists of solving a
set of four simul_aneous model function eqwtations. As explained b_low, a good

choice for the four channels is 6.6V, 6.6H, 18V, and 21V (6.6V denotes 6.6 GBz,

vertical polarization). The model function is quasi-linear iu terms of T s, W, V,
and L, and a unique solut£on exists for the system of four equations. This solu-

tion is found by Newton's iterative method extended to four dimensions. Only two

or three iterations are required for convergence. The performance of the four

parameter algorithm was first tested by comparing the retreived T s with Reynolds'
[1982] SST climatolugy. The rms difference was 1.58 C when the SST's for 31781
individual SMMR cells were compared to the climatology [W_ntz, 1983b].

In this paper we are only interested the wind speed retrieval, not SST. To

estimate the wind speed, we use a three channel algorithm (6.6H/18V/21V), rather

than the four channel algorithm discussed above. The variable T is set equal to
Reynolds' ss'r climatology, which is given on a one month by 1 _ latitude by I o

longitude grid. ,he climatology SST is interpolated to the center of the $MMR

cell. Once T s i_ specified, there are only three unknowns, and hence only three
channels are required by the inversion algorithm. We select the three channel

algorithm because it is simpler, requires fewer radiometer channels, and is as ac-

curate as the four channel algorithm in determining W. Typically, the difference

between the climatology $ST and the true SST is about 1.5 C, which causes only a
0.6 m/s error in the retrieved wind. To verify this, we compare wind speeds coming

from the 6.6H/18V/21V al$orithm with those coming from the 6.6V/6.6H/18V/21V al-
gorithm. The rms difference is 0.7 m/s. Furthermore, when compared to the SASS

winds, the three channel algorithm shows slightly 0©tt_r agreement than the four

channel algorithm (rms of 1.3 m/s compared to 1.4 m/s).

To minimize the retrieval error, the algorithm's three channels are selectee

such that a liven channel has a high sensitivity to one variable and low sensiti-

vity to the other two variables. In this way, the determinant for th¢_ system of

equations is maximized. Horizontal polarization is used to infer wind speed
because it is more sensitive to surface rou|hness than vertical polarization.

Conversely, vertical polarization is used _o determine V and L. The be_t frequency

for wind speed determination is 6.6 GHz, which is least affected by atmospheric
interference. Thus 6.6H is selected for the wind speed channel. The 18V channel

is chosen for liquid water determination. Thiq channel is better than the 37V

channel because it does not saturate as fast with increasing L. Furthermore,

37 OHz is more susceptible to errors caused by variations in the rain drop size

distribution and by rain cells that do not fill the SMMR footprint. Pinally, the

obvious selection for the water vapor channel is 21V, which is on t_e water vapor

absorption line.

In addition to the 6.6H/18V/21V al|orithm, we also analyze the performance of

a IO.TH/ISV/21V algorithm and a 18H/18V/21V algorithm, The p_rpose of chansln$ the

wind speed channel from 6.6H to IO.TH and 18H is to compare the performance of
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dlfferent r_diometer systems. For exampl_, the microwave radlometer SSM/I to be
launched in 1985 aboard the DM_P Block 5D-2 satellite operates _t fo,'r f_eq_lencies:

19, 22. 37, and 85 GHz. Thvs the performance of the 18H/18V/21V _Igoritltm wii:
provlde some information on the SSM/I wind sensing capabillty.

3. SAgS WIND ALGORITHM

_ The retrieval of wind opeed from S_SS _o measurements is performea in _ way
z analogous to that described in Section 2 for the SMMR. We solve a set of two

simultaneous equations that equate the _o measurement to the SAgS model function.

Wcntz et al. [1984] derived the following function for the ocean radar cross

section at the SASS frequency of 14.6 GHz:

", o ° = Ao + AI cos(X-X w) + A2 cos[2(X-Xw)] (2)

The angles Xw and X are azimuth •n_les for the wind direction a_d o ° measurement,
respectively. The A coefficients are known functions of the i_cidence angle avd
wind speed W. The derivation of Ao and /,_ is based on the statistics of the SAgS
observations, and no in situ anemometer measurements are requi:ed. The Ax coeffi-
cient comes from aircraft circle measurements of oo. The st,tistlca!! derived

. model is free of the incidence a_gle and polarisation relsti-l¢ biases that occurxcd
in the earlier version of the model function [Schroeder ot •I., 1982], which was
tuned to the JASIN anemometer measurements.

Yn computing the SASS winds, we only use vertical polsrisat!_n observations,
which constitute 885 of ell observations. Excluding horizontal polarization sim-
plifies the retrieval problem and subsequent analysis. A collocation algorithm
finds all SASS measurements that fall within a given SMMR ]50 km ceil. The SM_R
swath is on the starboard side of the satellite subtr•ck. Excep: at nadir, the
SAgS m _surements will come from either the forward starboar_ antenna (beam I) or

the aft starboard antenna (beam 2). The azimuth angles X for all measurements J n •
150 km cell coming from the same beam are essentially the same, and the following
averages are computed:

<co)i = <A.>i + <At>i cos(Xi-X w) + <As>i cos[2(Xi-Xw)] (3)

where ('")._ represents an average over the measurements coming from beam i, i = I

or 2, and X-i is the •zlmuth angle for beam i. For nadir observations, the SASS
measurements come from all four •ntennas. Since AI and Aa equal zero for the nadir !

o e, these measurements are averaged together irrespective of beam number.

The preaveraging of o a before retrieving wind speed increases the signal-to-
noise rat_o (SNR). In a I$0 km cell in the middle of the SAgS primary swath, the_e
are typically 9 observations from each beam. Averagi=g these observations in-

creases t_e SNR by • factor of 3. For light winds belay 6 m/s, the SNR is poor,
•_, and the p_eaveraging helps considerably. In the original SA3S algorithm [Jones et

•- al., 1982], no presveraglng was done. The low SNR measurements veto simply ex-
cluded from processing, which resulted in data gaps in low wind speed areas sad •
positive bi_s in the retrieved wind speeds for moderate wJnd speed areas.

Fquation (3) represents two equations in two unknowns, V and Xv. The •qua-
lm tione are solved by noting that the a•imuth anglos for the forward and aft antennas
"_q are nearly orthogonal (Xs = Is + 900 _ lS). Using this orthogonality _operty, the !
--- second harmonic in the two equations is eliminated, giving

-
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(A:>: (e°>x + (A2>: (_°>2 = (A2>2 (Ao>l + (A2>1 (Ao>z + e (4)

e = (A2>z (AI>I cos(X,-X w) - (A2>I (Ax)2 sin(Xx-X w) (5)

The term e •rises because there is a difference between av upwind and downwind
measurement of o °. If the upwind and _ownwind a ° were ecual, then A_ would be
zero. For vertical polarization, which is used herein, the _Lpwind-downwind differ-
ence is quite small, and e can be treated as an error. Setting the term to z_rc
gives

F(W) = (As>= (_°_x + (A2>x (_°_2 - (A2>_ (Ao_ - (A2>x (As>2 = 0 (6)

The only unknown in the function F(W) is wind speed _, which is found by N_wton's
iterative method. Only two or three interations are required for convergence. The
wind speed error introduced by neglecting _ is approximately

AW = -el[aF(W)/aW] (7)

For ;ertical polarJ-•tion, AW/W is typically about 2%.

Once W is found, it can be substituted back into (3), and Xw can be cal-
celated. The harmonic properties of (3) produce multiple solutions for Xw, which
• re called aliases, fhe number of these solrtions is between 0 (no solution) and

4. This procedure gives • good estimate of the aii•s wind directions. However, to
_. be e_L, each alias has • slightly different wind spee_ solution because of the

upwind-downwind term _, and the wind speed coming irom (6) cannot be applied to the
individual aliases. Although the term e i_ different for each alias, its average
(vet the various aliases is nearly zero. Thus the average wind speed error AW is
also zero, and the wind speed coming from (6) equals the average of the alias wind

: speeds. As such, it is the best estimate of wind speed that can be obtained if
there is no additional deali•sing inf,_rmation, which is the case for this inves-
tigation. Fortunately, we •re only interested in obtaining the wind speed and do

not have to deal with the alias problem or the exact solution for Xw.

4. RESULT_

In thi• se_t_on_ the collocated SMMR and SAgS winds are compared. The SMMR
and SAgS swaths overlap on the starboard side of the satellite subtr•ck. The
overlap area extends 600 km out from the _ubtrack and is divided into four 150 km i

[ square resolution cells. Beginning with the subtrack cell, these cells are num- _

! bared 1 through 4. The SMMR TB measurements uniformly cover each cell, but the i
• SAgS o ° measurements do not. For cell i, we only use the nadir SAgS measurements i

that •re restricted to • 40 km wide strip along the subtrack. The near-nadir SAgS i

measurements at incidence angles of 40 and 80 are not used because they are rela-
tively insensitive to wind speed. Cell 2 is also only partially filled with SAgS l
observations. There is • gap in the SAgS swath for incidence angl_s between 10 °
and 20 o, and as a result the left half of cell 2 does not contain any SAgS observe- I

tions. The outer cells 3 and 4 are completely within the SAgS primary swath and J

are uniformly filled with SAgS measuz_ments. ]

The SMMR antenna does a conical scan such that the incidence angle is a con-

grant 49 _. Thus the same physics and model function applies to cells 1 through 4. i
The only difference is that significant polarization coupling occurs in the edge i

cells I and 4. This polarisation coupling makes the decoupledTBValues noisier i
for the sdge cells. In contrast, the SAgS antennas are fixed sticks, and each cell
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corresponds to a different range of incidence angles, The SASS measurements in
cell I are nadir obselvations for which go decreases with wind speed W approxi-
mately as (l/W) _. For cell 2 the ave:age incidence angle is about 250 , and go
increases linearly with wind speed. For the two outer cells, go increases as the
square cf wind 2peed. Thus the SASS modci function is q_ite different for the four

_ cells. In view of this, the SMMR/SASS wind _omparisons are stratified according to
cell number. We expect that the best comparxsoLs will occur for cell 3. For this
cel!, there is uniform coverage of both SMMR and SASS observations, the signal-t_-
nois, ratio for SASS i_ the best, go is most ,ensitive to wind speed, and the

: polarization coupling for SMMR is a minimum.

: For the 6.6H/18V/21V system, wind comparisons are done for the entire three
month SEASAT mission. However, only nighttime observations are used because sea-
surface sun glitter and Faraday rotation degrade the daytime SMMR data. Further-
more, the SMMR observations must be at least 800 km from land to avoid antenna

sidelobe contamination. As a final filterin 8 criteria, when the liquid water
content L coming from the SMMR algorithm exceeds 50 mg/em s, which corresponds to a
0.5 mm/hr rain, the observation is excluded. The same filtering criteria are used
for the 10.TH/18V/21V and 18H/18V/21V systems, except that only ,ata coming from

• the second half of tP SEASAT mission are used because of a probl¢m with the 18 GRz
.= channels. In the m,_dle of the mission, the 18H and 18V channels experienced a

sudden 4 K to 5 K drop in the mean TB level. This drop is probably due to an
unexpected change in the transmissivity of a SMMR waveguide component. Since the
two higher frequency systems are rather sensitive to errors in the 18 GHz channels,
we choose to avoid the problem and only use observations occurring in the second
half of the mission after the 18 GHz anomaly. The wind retrieval from the

6.6B/18V/21V system is less sensitive to errors in the 18V TB, and we correct the

problem, as much as possible, by adding a time step bias to the 18V T_ so that the
entire mission can be processed. A small linear time-dependent bias Is also added

to the 6,6H TB to compensate for an observed 1+5 K drift over the thr_e months.

Table 1 shows the summary statistics for the wind comparisons for the three

radiometer sTstems. For cells 1 through 4, the table gives the number of observa-
tions, the mean $ASS wind, the mean SMMR wind, and the standard deviation of the

SMMR wind E_nus the SASS wind. As expected the 6.6H/18V/21V system gives the best
results. The agreement between the SMMR and SASS winds for cells 2 through 4 is
between 1.3 and 1.4 n/s and degrades to 1.9 m/s for nadir cell 1. Averaged over
the three months, the mean wind speed should be nearly the same for the four cells.
This is the case except that the SASS cell 2 winds appear to be about 0.5 m/s high

- relative to the other three cells. Also the SMMR cell 1 winds seem to be running
about 0.3 m/s too high. These small cross swath wind variations are p_obably due ,

= to residual biases in the obse,",'&tions and in the SASS model function. The results

for the IO.TH/18V/21V system are about the _ane as for the 6.6H/18V/21V system
_ except that the SMMR/SASS wind agreement is somewhat poorer, being about 1.7 m/s

for the off-nadir cells and 2.$ m/s for cell 1. Also, the mean SMMR wind is about

0.8 m/s lower than that fcr the 6.6H/18V/21V system. A substantial degradation in
_, performance occurs for the 18H/18V/21V system. The wind agreement for cells 2

_I_ through 4 worsen to about $ m/s, and cell 1 shows a 7.1 m/s variation between SMMR

and SASS. The large discrepanc_ for cell 1 may be due to the fact that this cell
,m,l is particularly affected by pola_ization coupling.
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_ Table 1. SMMR/SASS Wind Comparisons

I

6.b_,i_"/_tV System Cell 1 Cell 2 Cell 3 Cell 4
t

Number of Observations 31320 28714 28043 27367
Mean SASS Wind (m/s_ 7.5 7.9 7.4 7.3

. Mean SMMRWird (m/s) 7.8 7.5 7.4 7.4
" Sad. Dev. SMMR-SASS (m/s) 1.9 1.4 1.3 1.4

i . m

10.7H/18V/21V System Cell 1 Celt 2 Cell 3 Cel! 4

Number of Observations 15031 13605 13164 12643
Mean SASS Wind (m/s) 7.1 7.7 7.2 7.0
Mean SblMRWind (m/s) 7.1 6.7 6.6 6.4
Std. Bey. SblMR-SASS (m/s) 2.5 1.7 1.7 1.8

18H/18V/21V Syste_ Ceil I Cell 2 Cell 3 Cell 4

Number of _bservations 14904 13592 13158 12613
Mean SA_S Wind (m/s) 7.1 7.7 7.2 7.0
Mea_ SMMRWind (m/s) 7.8 7.2 7.3 7.8
Std. Dev. SMMR-SASS (m/s) 7.1 4.5 4.7 5.2

Figure 1 shows the SMMRISASS wind comparisons for the three radio_ete_ systems
and the four cells. In generating these plots, the observations are stratified
into 1 m/s SASS wind speed bins. For each bin the mean SASS wind, the mean SMMR
wind, and the standard deviation of SMI/R winds are computed. The error bars in the
plots are centered on these mean wind values. The length of the error bars equals
the + one standard deviation of SMMR winds. An error bar for moderate winds

represents thousands of observations. For the extreme low and high winds, the
number of observations for an error bar drops to between 5 and 100. For the
6.6H/I8V/21V system, the agreement for low to moderate winds is quite good. How-
ever for winds above 15 m/s, the SASS winds are lower than the SMMR winds for the

off-nadir cells and are higher than th.q SMMR winds for the nadir cell. There is no
--- additional information to determine which is more correct, SMMR or SASS. However,

in passing we note that the discrepancy at high winds cannot be corrected by simply
: adjusting the SMMR model function because the model and the physics are the same

_ for cells 1 through 4. On the other hand, the SASS model function could be adjust- '
t _ ed to remove the high wind discrepancy. At nadir, the sensitivity of o ° to high
=_ wind speeds could be increased, and off nadi- the sensitivity could be decreased.

L Such an adjustment would be a departure from the constant power law model that is

i. _ commonly used.

The 10.7H/18V/21V system shows the same trends as the 6.6H/18V/21V system

except that the error bars are a little larger. However, 8otng to the 18H/18V/21V
system we see very large error bars. The apparent problem with the high frequency

." system is the difficulty in separating atmospheric effects from wind effects. The
1811 wind channel is quite sensitive to atmospheric liquid water and water vapor,

r
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5. SUM_ARY AND CO_CLUSIONS

Improved second generation algorithms are used to compute wind speeds for the
SMMR and SASS over the three month life of SEASAT. When 6.6]] is used for the SMMR

wind channel, the winds coming from the two sensors agree to within 1.3 m/s over
the SAgS primary swath. At nadir where the radar cross section is less sensitive
*_o wind, tbe agreement degrades to 1.9 m/s. The agreement is very good for low and
moderate winds (0 to 15 m/s), and it thus appears that the SMJ;R can accurately
_easure winds even when there is no whitecapping. For winds above 15 m/s, the off-
nadir SAgS winds are consistently lower than the SMMR winds, while at nadir the
high SASS winds are grea:er than the SMMR winds.

The SMI/R/SASS wind agreement degrades a little when IO.TH is used as the wind
speed channel, rather than 6.6q. When the frequency of the wind channel is in-
creased to 18 GHz, the agreement is much worse, _. ng$ m/s over the SAgS primary
swath. This poor a_reoment is due to the difficulty in separatin_ wind effects
from atmospheric effects at 18 Gllz. This separability problem is due to the fact
that wind speed anJ atmospheric liquid water have nearly the _a_ 7,ol_rization
signature at Io _Hz. Rec_nt results show that if 37 GHz is used, rather than
18 GHz, the _iud sensing performance is substantially improved. For example, the
winds coming f_om a 37H/37V/21V configuration show about a 2.5 m/s agreemet.: when
compared to _h¢ _ASS winds. The microwave radiometer SSM/I to be launched in 1985
aboard the DMSPBlock 5D-2 satellite will operate at 19, 22, 37, and 83 GHz. Our
results indicate that a 37H/37V/21V SSM/I wind algor_-thm will perform much better
than a 19H/19V/21V algorithm.

t

We emphasize that the good agreement obtained in the 6.6H SMMR versus SASS
comparisons does not necessarily mean that the actual wind speed can be measured to
a 1.3 m/s accuracy. Rather, the results indicate that there exists a high correla-
tion between the sea-surface roughness characteristics that affect microwave

brightness temperatures and radar cross sections. Unfortunately, thes_ inter-
sensor comparisons do not really address the complex boundary layer problem invol-
ing the correlation of near-surface winds and sea-surface roughness.

Based on the results of this study, a number of recommendations are made:

(i) We recommend that users of the SEASAT SMMR and SASS geophysical products
obtain the new second generation data sets, which are a substantial improvement i
over the first generation products released in 1981.

i

(2) _e new SEASAT winds should be compared with all available in situ anemo- i
meter measurements so that the correlation between wind speed and surface roughness i

can be better quantified. Previous comparisons of SSASAT winds with in site were ,
clouded by the fact that the wind algorithms, which had many dejrees of freedom, I
were initially tuned to the in situ.

(3) Potential users need to understand the oepebilitios and limitations of t

SSM/I. More study is required to determine the wind sensing performance of this I
im_ortant new sensor.

t

(4) Two-scale s_atterlng theory should be compared to the SMMR and SAgS model i
functions. In derivation of the models, wind speed sensitivities as functions of J
frequency, polarization, sad incidence angle are obtained from the statistics of " I
the SMMR and SAgS observations, rather than theory. The question to be answf.,.-d is

whether or not the two-scale theory i8 oonslstent with the model functions. I
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_o ABSTRACT

In 1988, Europe will launch the next generation of its Earth Resources
Satellites, the ESA Remote Sensing Satellite (ERS-I). The Active Microwave In-

:i strumentation (AMI), which will be implemented on the ERS-I, is a 5.3 GHz multi
• purpose radar for land surface imaging, ocean _ave spectrum measurement and wind
: observations over oceans.

The imaging and wave measurements apply Synthetic Aperture Radar (SAR)
techniques while wind field detection is performed by the Scatterometer as part
of the AMI.

At DORNIERSYSTEM,the Scatterometer system design has been developed and
optimized with the aid of a Performance Simulator.

! This paper is aimed at giving an overview about the

-:i - ERS-I Scatterometer syste, design
Error budget

- Overall calibration cencept.

I. INTRODUCTION

During the last decade, microwave Scatterometers have been shown to be|
sensitive to ocean surface wind speed and direction in various aircraft pro-

" grams, the SKYLAB S-193 experiment and SEASAT.

At microwave frequencies, the ocean surface roughness, which is a function
of actual wind condition, appears like a reflection grating. Thus, there is a
functional dependence of the n_rmalized radar cross section (a') and the wind
speed.

Moreover, the radar cross section is anisotropic with respect to the angle
between wind vector and incident radar beam. With the aid of several o'-measure-

ments of the same area from different measurement dlrections, the actual wind
vector in terms of speed and direction can be determined, using a specifi_
mathematical model, which defines the relation between the radar cross section
and wind speed, wind direction as well as incidence angle and antenna polariza-
tion.

Hence, c,,_hnr-o._._......__...^_°="w4nd..,field d_tection requires a microwave Scattero-
meter with multiple beams. The number of antenna configurations, which can be
imagined, is nearly unlimited, 2, 3, 4 etc. beams with any combination of beam

115

!

c

1984019194-122



URIGINAL PAGE I_
OF POOR QUALITY

squint angle. However, when transmit power and mechanical limitations of a
satellite platform are considered, the options reduce.

Furthermore, _'-measurements of an ocean patch, from which the wind vector
shall be derived are perturbed due to system noise, instrument calibration er-
rors, atmospheric attenuation etc. The problem of ambiguous solutions for the
wind speed arises, which sets the minimum bound for required o'-samples and
hence the beam number.

In order to identify the optimum beam configuration with regard to wind
vector measurement accurecy, extensive analysis was peformed by DORNIER SYSTEM
GmbH in close cooperation with the European Space Agency (ESA) and the Max
Planck Institute at Hamburg (Germany) which has led to a 3 beam configuration.

2. ERS-I SCATTEROMETER SYSTEM DEFINITION

2.1 System Geometry and Measurement Sequence

The Scatterometer as part of the Active Microwave Instrumentation (Wind
Mode operation) illuminates the sea surface sequentially for reflectivity meas-
urements by RF pulses at a carrier frequency of 5.3 GHz from different direction
by 3 antennas. The nominal look angles of the antennas are 45 fore and aft of

: broadside as well as broadside to the satellite velocity vector. The overall
system geometry is shown in Fig. 2-1.

Sic
FLIGHT VECTOq

SCATTEROMETER /
ANTENNAS ',

:

FORE

SPACECRAFT BEAM i
1
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777 km l

/ i
/ MID

,/ AFTLa,,'v/ • ././_/,,

- _ _,._/__ /_/'/'/'/'/;__" /./'/././LL./; BEAM

/T26 km_'1_ x 60 kin'- 600 km CENTERED NODES I
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1

RESOLUTIONCELLS) !i
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,-* Flg. 2-1: Scatterometer Overall System Geometry
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" Reflectiv]ty data will be p,ovided for a 500 km wide continuous swath along
the satellite ground track to deduce wind speed and direction at nodes with 25
km separation along and across the Sub-Satellite track within the swath.

Each node is centered within a resolution cell of 50 x 50 km2, which is
_, determined in range direction by appropriate range gating of the received echo

signal and in azimuth by averaging of corresponding range gated echo signals of
. 256 RF pulses.
i

._ In order to achieve a correct illumination of nodes by all three beams, the
total satellite will be steered in yaw-axis (compensation of earth rotation

effects) such, that the spectrum of the received echo of a PF pulse transmitted
- by the mid beam antenna will not be shifted in frequency (Doppler).

The yaw angle variation throughout the orbit related to the spacecraft
L velocity vector is sinusoidal with max. deflections at the equator ± 3.91" for a

spacecraft altitude of 780 km.

_i
i,

,#

i 2.2 Electrical Characteristics
i

The general processing flow of the AMI in Wind Mode operation (Scatterome-
ter) is shown in Fig. 2-2.4

, A rectangular pulse at a carrier frequency of 123.4 MHz is generated, up-I

! converted to 5.3 GHz and finally amplified to 4.8 kW peak transmit power before
radiation via one of the three Scatt_rometer antennas. The pulselength will be

',: different for the FWD/AFT-Beam and the Mid-Beam antenna and is determined by
ground resolution requirements (50 km in range) and signal-to-noise ratio (SNR)

" optimization.

I
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The received s_gnal is amplified (LNA), down-converted and bandpass filter-
ed. Within the next processlng steps further down conversion to baseband includ-
ing Doppler compensatlon for SNR maximization, low-pass filtering, A/D-conver-
sion and quare-ldw detection is performed.

, , The samples of one echo signa] are either transferred directly to grouna
(raw data transmission mode) or stored temporari]y in a memory. Here they are
summed up with corresponding samples to successive echos for averaging (data
reduction) before transmission to ground.

As an interna] calibration routine, the first RF pulse of the operational
; sequence of one antenna (32 shots) is routed back via the calibration unit

(where it is delayed and attenuated) to the receiver to identify gain/loss
variation within the transmitter/receiver processing chain.

Within the ground segment, gated integration of the averaged e_no signal of
256 RF pulses is performed according to ground re_,!ution requirements to ex-
tract the average signal power for a specific resolution cell (node).

Finally, the radar cross section (a') is derived from the received signal
power valu ,_ with the aid of appropriate conversion factors, which are determined
by the nom, 11 system transfer function as well as auxiliary data for error
correction, provided by external and internal calib, ation routines.

Performing this for aIl beams, gives three a°-values, which are passed to a
data extraction algorithm for wind vector computation.

A summary of the main electrical system parameters of the ERS-I Scatterome-
ter is listed in Table 2-I.

2.3 Scatterometer Performance Evaluation

Two different error types contribute to the potential error in thp measure-
ment of the radar cross section a':

i

- bias errors (even and r,dd ,ith ,eyara to 3 _c_Lterometer antennas) i
- random errors.

I
. Both types limit the absolute radiometric resolution of the Scatterometer.

The ESA geophysical requirements for the Scatterometer in t_.rmsof wind L
field measurement accuracy are listed below: ,I

I

- wind speed measurement range: !

4 m/sec ( v < 24 m/sec* IT

"_ - wind speed tolerance:
+ 2 m/sec or * 10 % whichever is larger
-- -- I

,m,v I
•_ JPw"J 1
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- wind direction measurement range:
O" _ # < 360"*

- wind direction tolerance:
± 20"

&

*A priory probability of rank-I solution of the data extraction algorithm
(maximum likelihood estimator) being within the tolerance is 63 % (wind
speed) and 55 %/75 % (wind direction) excl./including 180" ambiguity.

In order to fulfill the above geophysical requirements, the max. allowable
errors in _'-measurements amount to:

- even bias errors = ± 0.35 dB
- odd bias _rrors = ± 0.5 dB
- random errors = < 8.5 %

(standard deviation)

- The above data were established by ESTEC with the aid of detailed Monte
Carlo Simulation taking into account an empirical C-band _'-reference mudel.
This C-band model, which forms the basis for the ERS-1 Scatterometer system
design, has been developed by A.E. Long (1981), based on _" data obtained with
an airborne multifrequency coherent pulse radar by the Naval Research Labora-
tories and further analysis by Moore (1970) and Jones and Schroeder (1978).

In this formulation _" is given by

d" = a • vc (I + bI cos # + b2 cos 2_)

where

v = windspeed
# : wind direction

a,c,b1,b2 : given in an empirical form as a function of incidence
angle

The random error in the _'-measurement (Gaussian distribution is assumed)
is determined by the normalized staadard deviation (kp) of the received signal

, power, which is porportional to o'.

It is calculated according to iF; formula

kp2. I_!_ [(I+ 2 + ( i )2 TSNl
.-_ B'TsN SNR) S-'_- " TN-"

' and hence is a function of slgnal-to-nolse ratio (SNR), system bandwidth (B) and T
i_. the integration time of the signal + noise measurement (TsN) and the noise only

,_ measurement (TN).The actual baseline of the system design concept leads to a normalized

standard deviation of the received signal of < g % for worst case conditions
" (mln. windspeed, crosswlnd). !

119

' i

]9840]9]94-]26



Transmitter/Receiver"

/ o Transmit signal frequency: 5.3 GHz

o Transmit pulse length: 130 _sec (F,A)*
70 _sec (M)*

o Pulse repetition interval: 4.878 ,nsec (F,A)*
4.347 msec (M)*

o Peak transmit power: 4 kW

o RF average transmit power: 54 W

o Receive signal bandwidth (3 dR)
- before Doppler compensation: 350 kHz
- after Doppler compensation: 9.2 kHz (F,A)*

: 17.3 kHz (M)*

o ADC-resolution: 8 bit (I,Q)

o Min. SNR: 0 dB

Antenna:

o Beamwidth (3 dB)
- Azimuth O.8"(F,A)*, 1.3"(M)*
- Elevation 26"(F,A)*, 24"(M)*

(shaped elevation gain pattern, figures represent swath coverage)

o Gain

(F,A)* : ) 31 dB - 9 dB . •
2..6_O_r_, 0 < _) < 26

62.4__ •
(M)* : ) 29 dB - 0, 0 < 0 < 24

9 : antenna elevation angle

*(F,A) - fore and aft beam antenna
(M) : mid oeam antenna

,din

,_, Table 2-I: Summary of Electrical Characteristics
,A
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Odd bias errors (relative beams) impact directly the meas,,rement accuracy
in terms of wind direction, whi_e even bias errors degrade Lne wiqdspeed
measurement accuracy. The main error sources which contribute to the above error
types, are listed below:

• Antenna elevation pattern
,_ - prelaunch gain measurement error
._ distortion during launch

- in-flight thermal distortion
• Antenna pointing error
o Propagation path (atmospheric attenuation etc.)

I • Transmitter/receiver gain fluctuations
. Stability of internal calibration subsystem.

._ Each of the above error souces which contribu'e to bias errors may be
subdivided into static and harmonic portions. The latter are slowly varying
errors of the order of an orbit in period (caused through thermal effects
etc.)

4

Generally static errors may be corrected by appropriate instrument internal
[_ and external calibration which will roughly be discussed in the following
, chapter.

Harmonic errors appear twice within the _y_tem error budget, i.e. during
| external calibration and during nominal Scatterometer operation.i
! At t_e time this paper was established, the system error budget was under

development and hence not yet ready for publication. It is believed that the
requirement of an odd bias error of < 0.5 dB may be achieved, while an max.

i allowable even bias error of < 0.35 dB will cause problems. The n,inimizationof

the even bias error is subject of actual Scatterometer system design work. First
results and a preliminary system error budget will be presented during the

i symposium.
i

2.4 Scatterometer Calibration
I

The Scatterometer requires a calibratiun strategy which provides absolute
!

radiometric accura _,across the entire swath• i
I
I

With regard to the radar equation* which is solved for a" (radar back-
scattering coefficient) below, it becomes obvious, that absolute radiometric
accuracy can only be achieved by a combination of external and internal (on-
board) calibration .,'_tnods.

I

' (4_3 • R4 L1 L2 !
°" " (PI " P2} ...... I

X2 v • Pt G2 • Aeff I
l

(1) (2) (3) (4) :

*o" calculation ts an over simplification for clarity. In reality the illu,nina-
tion function must be taken into account i

!

)2L !

i

i9840i9i94-i28



.+l

where

PI = Signal + Noise Measurement
P2 = Noise measurement only
R = Slant range
X = RF wave length
v = Receiver gain
Pt = Peak transmit power

; LI = On-board loss (waveguideand circulator)
L2 = Atmospheric attenuation
G = Antenna gain (one-way)

• Aeff = Effective illuminationfield

rl) Signal + noise-measurement(Pi) and noise-only-measurement(P2) are per-
formed for noise subtraction

(2) System parameters to be calculated

l_I To be measured by internal calibrationTo be measured by external calibration

2.4.1

The so called "ratio method' is applied. The RF transmit pulse at the out-
put of the HPA is delayed, attenuated and routed back to the receiver via the
calibration subsystem (programmableattenuator etc.). This method will allow the
compensationof non-linear effects of the transmitter/receivertransfer func-
tion.

2.4.2 E_£0m!_Gm!!_m_igD

The baseline involves two sets of measurements. The first is the relative
cross swath calibration over the Brazilian Rain Forest and the second is absolu-
te calibration at three points within an extended swath against ground transpon-
ders.

The relative cross-swath calibration is performed by taking two sets of
measurements, one taken with the satellite stepped in the roll direction with
respects to the other. Comparison of both measurements leads to the relative
across swath system gain curve, which can be related to the absolute measure-
ments against transponders.

3. CONCLUSIONS

, The design phase of the FRS-I Scatterometer is nearly finished. The overall
system error budget aking into account hardware component stabilitles is still!

> under development. It is believed that the wind direction measurement accuracy
may be achieved. The performance requirements for windspeed may cause problems
due to an required absolute radiometricaccuracy of 0.35 dB,

"i Actuallya comprehensive System Simulator,which models the overall base-
line ERS-I Scatterometersystem is under development at Dornier System. It will
enable the Scatterometerequipment components to be specified in terms of re-
quir=d performanceand the effects of any degradation investigated.This will
allow the realistic prediction of the Scatterometermeasurement performance,

t
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AMSTRACT

This paper summarizes pr_nclpal properties of SAR imagery of point

and distributed objects. Against this background, the response of a

: SAR (Synthetic Aperture Radar) to the moving surface of the sea is
considered. Certain conclusions are drawn as to the mechanism of

interaction between microwaves and the sea surface.

It has been established for a "well-behaved" SAP. (as for other

radars) that a principle of conservation of energy is satisfied.

This means that the energy of the response (in the image) is constant

' under conditions of cbanglng phase of the signal. Phase errors may

arise systematically, such as focus mls-match to parameters

appropriate to a specular scattering centre, or randomly, as from

complex motion of the sea surface. Of course, focus errors reduce

the peak and spread the impulse response of the image of a point

target. Focus errors do not, however, change the speckle spectrum of

a truly random "uniform" Gausslan scene.

Focus and speckle spectral tests may be used on selected SAN imagery

for areas of the ocean. When thls Is done, it is observed that the !

flne structure of the sea imagery is sensltlve to processor focus and

adjustment. Furthermore, there Is frequently correlation between

nominally statlstlcly independent looks. Therefore, the ocean

reflectlvlty mechanism must include polnt-llke scatterers of i

sufficient radar cross-section to domlnato the return from certain

individual resolution elements. Furthermore, both specular and

diffuse scattering mechanisms are observed together, to varying

degree. The effect is sea state dependent, of course. Thls

mechanism would explain the evident diversity of theoretical opinion i

_f on the subject of SAR wave response, i

Several experiments are proposed based on imaging theory that could

assist in the investigation of reflectlvlty mechanlms, i
!
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- i. INTRODUCTION

It is a reasonable requirement of SAR (Synthetic Aperture Radar)

ocean reflectlvity theories that they be consistent in every regard

with the facts of life of SAR image foL_atlon. To the knowledge of

this author, there are no theories of ocean reflectlvlty that pass
this test.

A SAR, even operating in a partially coherent mode, is a special kind

of llnea_ system. Several fundamental properties for such systems

have been rlgourously proven (Harger, 1970, Raney, 1983). The

- observation by the SAR of particular scenes, such as an ocean

surface, cannot change these facts.

The purpose of this paper is two-fold. First, pertinent properties

of SAR operation are presented and succinctly discussed. Whereas

many of these properties have been known for some years, they seem
not to have been fully apprehended by workers in the ocean

reflectivlty field. Second, there follow from the first discussion

consequences of importance to the oceanographic application. Several

of these are highlighted and discussed. Furthermore, it is possible

to design certain data processing and f_eld experiments that may be
• used to take advantage of these properties, and so to shed some light

on the reflectlvity mechanisms involved. Suggestions are made for
such tests.

The major thrust of Raney (1983) is that for SAR (as for all radar
systems) there exist fundamental properties such as conservation of

_ These properties, if suitably employed, can be helpful in

deriving quantitative information about the reflectlvlty m_c_anism
from the imagery. The matter is complicated by (I) the part _ I

coherence of most radar systems, (2) non-llnearlties and temporal

variations found in all practical radar systems, and (3) the presence
of both specular and diffu3e scatterers in the input scene. This

work deals dlzectly with (I), disregards (2), and makes some

observations based on (3) that have direct impact on SAR reflectlvlty
models of the ocean surface.

Following the Introduction, Section 2 of the paper considers suitable

model representation of a SAR. Basic properties are identified in I
signal processing considerations.

i

_ Section 3 considers the "impulse response" of a SAR, the way in _llch i

the system images an idealized point object. Section 4 reviews the It

' way in which a SAR images an idealized uniform random distributed I4
scene such as the classic wheat field. In each of these discussions,

' radar system parameters (such as nominal resolution and bandwidth)
and processing system parameters (such as focus and multi-looklng)

are considered. !

In Section 5 basic properties of speckle are reviewed. As is well

known, radar speckle is an unwelcome but ever present characteristic i

,_ of quasl-coherent imagery, and it, too, obeys certain well
!

i
._" established principles.
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in Section 6, the properties previously presented are revisited, with

the objective of seeing them from the point of view of applications

to the oceanic imaging problem, leading to a discussion of
recommended experiments. The paper has a brief concluding section.

2. SAR_ODEL

The basic objective of an _maglng radar system is deceptively simple:
we wish to derive an "image" which is a mapping of the reflectivlty

of a scene observed by microwave probing of the real world, expressed

in photographic form. In model language, real world reflectlvity

6o(X,y) is estimated as _o(X,y) through a microwave transducer (MT)
thus

... and at the outset, complexities are apparent. Let us confine the

discussion to syntheclc aperture radar (SAR) systemq. Then the

following are true:

i) SAR systems "work" because of the different mechanisms used to

form the azimuth (a) and the range (r) dimensions of the image
(Harger, 1970). Range scanning is at one half the speed of light

(thus In effect instantaneous) and contl-uous. Azimuth scanning is

at the speed of the carrier vehicle (thus at velocities sensitive to

possible changes in the scene itself) and is dependent on the pulsed

nature of the radar. Pot the moment, we ignore these fundamental

range and azimuth differences, and treat the two "channels" of a SAR
in llke manner, a satisfactory approximation for the first sections

of this paper. The differences in time scale between these channels

lle at the core of the SAR ocean imaging problem, however.

ll) The transducer "MT" is not perfect. That is, it is not able to

image all of the detail inherent in the scene. This characteristic

is typical of any imaging system: resolution (in range or azimuth)

is a measure of this limitation. There is rather little subtlety in

this consideration, except that...

ill) The microwave probe (transmitted signal of the SAR) is

essentially monochromatic and coherent. There are many important
implications that follow from this simple fact. It means that we do

not measure the reflected energy denelty directly (as one might

visualize, for example, using the polychromatlc and non-coherent sun

as an illumlnation source, deriving thus an analog of
"reflectlvlty"). The monochromatic radar illumination makes the

radar behave as an interferometer, whose input is a llnear sum of
complex amplitude signals, each of the form

e E'
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Thus the i_put includes the (square root of) re_lectlvity, but also
the phase_J(x,y) of each reflecting element, whlch of course is
directly affected by the (accldcntal) distance and aspect angle
between that reflectnr and the radar. The phase is a mixed blessing,

for it allows "synthetic aperture" resolution (Brown and Porcello,

1969) (beam sharpening) to occur; _t also gives rise to "speckle"
(described below).

iv) Whereas the probe of the scene is at complex (microwave)

amplitude, the image is in terms of amplitude magnitude squared.J

Thus, in numerical terms, the image _o(X,y) Is a real non-negative
- variable in contrast to the radar's observation in the scene, which

is in terms of complex amplitude. (This seeming non-linear

trah_formation is the key to the radar principles of "conservation of

energy".)

v) A SAR works because the radar's motion imposes a structure on

• the phases of the received signals that can be used to "focus" the

resulting imagery to a specific resolution (Brown and Porcello, 1969;

Harger, 1970; Raney, !983). Once this is accomplished, then the

phase information becomes irrelevant, and now the disadvantages of

the remaining phase structure (speckle) become important. Speckle

can be reduced (at the expense of resolution - see below) in either

of the two dimensions, range or azlmuth, by one of two linear

techniques, frequency domain filtering (subapertures) (Bennett and
McConnell, 1980; Porcello, 1976) or by adjacent cell averaging

(Zelenka, 1976). These two techniques, frequency domain and image

domain, are mathematically equivalent for stationary inputs and SAR

• type systems (Raney, _qR3), an important consideration for users who

may have to deal wlth pre-formed imagery. (Non-linear speckle
reduction techniques may also be employed, hut are not of interest In

this paper.)

vl) Finally, all of the above deals wlth systems that present
imagery in _o(X,y ) form, i.e., amplitude squared. There are systems,
such as the MDA G-SAR processor, that (a) do a square-root or other

amplitude mapping, and (b) perform a "most significant bit" or other

automatic gain control function, both with the intent to improve

image cosmetics or data volume compression. It is important to note

that the considerations of thls paper apply to the "unscaled

amplitude square" image data format. For those wishing to persue

experiments in thls area, either access to such data is essential, or
suitable transformations are required. '

• Given all of the above, there exists a "model" of a SAR system that

i inccrpora_es these characteristics, in terms of a generalized
quadratic filter theory (Raney, 1983). In thls language, a SAg is

described (for either the range or the azimuth channel) as a simple
sequence of operations

126 I
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i,

... in which the input is in complex amplitude, the range coding or

azimuth Doppler modulation is represented by the pre-filter w,

multip][cative random phase perturbation , additive (complex

receiver) noise n enters, the data is focussed, amplitude squared,
and speckle smoothed (Q) to arrive at the image g.

For the following, we assume that the system is "linear", but not

"perfect". There may occur focus errors, or variations in the

coherence of the processor (i.e. intentional speckle smoothing) or in

the sce:,e (unlatentlonal, resulting from sea surface motion). We
will be interested in measures of g (the image) as they relate to

properties of the scene and the processor.

The system is linear in a special sense. A SAR, like other types of

radars, includes filters linear in complex amplitude (pre-detectlon

or coherent integratlon), square law detection, and image smoothing
(post-detectlon or non-coherent integration, i.e., "multi-looking" in

popular SAR terminology). For such partially coherent systems, the
Input/output relationship may be expressed in terms of a modulation

transfer function (O'Neill, 1963) which is linear in intensity

(spatial reflectivity density). This is valid, no matter the degree
of partial coherence cf the (radar) system or the scene (Raney,
1983).

3. IMPULSE RESPONSE

The response of a SAR to a small specular point scatterer such as a

corner reflector gives rise to an image pattern that is of
fundamental importance in system characterization, analogous to the

"polnt-spread function" of non-coherent optics (O'Neill, 1963). The

impulse response is the classic test signal for radars.

Let the impulse response be represented by g_(u), a non-negatlve
function with units of voltage squared. A well behaved impulse

response will be sharply peaked

0 _
@

.... has a width _ at the half-power level, and has "reasonable" side

lobes. The width _ is (loosely) referred to as the resolution of the
radar, in either the range or azimuth dimension.

The following properties may be proven for the impulse response:
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i) The energy /gj(u)du in the response is constant in the face of
focus variations-ln the SAR (processor), random phase perturbations

in the reflector, and for dJfferin_ degrees of non _unerent

integration (multi-looking). There is no coherent gain on the mean

reflectlvlty of a point (coherent) target. This is the conservation

of energy principle for point targets.

• li) The fully coherent correctly focussed impulse response has width

4, which is the minimum width obtainable from the system. The

inverse width (_i)-I is a measure of the effective system bandwidth

'_ in the pertinent channel, suitably scaled from spatial coordinates to

_ Hertz. Focus errors, or partial coherence in the point target,

result in broadening of the impulse responses and reduction of its

peak.

iii) For a given system differing amounts of non-coherent integration

may be employed in the processor. Increased non-coherent integration

degrades resolution. For N statistically independent looks, the

corresponding impulse response width _N " N_.

iv) It follows that for an N-look response, the peak is reduced

- N-fold. This occurs because specular scatterers maintain their

coherence as the radar observes them, so that the coherent gain due

to processor focus is reduced as less of the signal is used

coherently. Note that the famous coherent gain of a SAR is

applicable to the peak value of reflectivity of a single coherent

scattering centre (in one resolution cell), and is dependent on scene

and system coherence.

v) As an obvious but impoctant generalization, it follows that for

a specular scatterer, there is very high correlation of the response

between any two looks of a multi-look set.

vi) In the event that there are deterministic phase perturbations

on a point scatterer, azimuth shift (proportional to the linear phase

term) and azimuth defocus (proportional to the quadratic phase error)

plague the affected impulse respcnse (Raney, 1971). The radar

processor may be retuned to match these perturbations, but at the

expense of becoming mis-matched to all other signals in the processed

field. (It follows that if there are a variety of different shift

and focus perturbations affecting various scatterers in the scene,

they cannot all be optimally processed simultaneously.)

4. nSPONSY. ._D DISTLIBIPI_D SCENES

/

For many remote sensing applications, the response of a SAR to

distributed scenes is of more interest than the point target

"-" response. One can show (Raney, 1983) that the Input/output

relationship iS_o(X,y ) = g_(x,y)**Oo(x,y ) where ** denotes
_. convolution on the x and y coordinates respectively and g_(x,y) is i

",dll the appropriate impulse response of the SAR. The following
._ properties are satisfied: j

i
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i) The average value of the output, for nemlnally constant input,

is a constant, independent of system focus, system coherence, or

scene coherence, assuming that all available data is used in each

case. This is the most fundamental feature of the system, the

principle of conservation of energy. It means that there is no
coherent gain by the radar or processor for the mean reflectivlty of

diffuse distributed scenes. Furthermore, between multi-look sets,

relative gain can be normalized since total average response is not a
function of the number of looks.

il) From i) it follows that a SAR's response to a (Gaussian)
distributed scene relative to receiver noise is not a function of

processing. Thus, for a given radar and scene, the SNR is constant

as processor focus and coherence are varied, assuming that all the
available data Is used.

iii) The two-dimensional Fourier transform of g_(x,y), written as

_(_,_), is the modulation transfer function (MTF) of the If
system.

e system focus s incorrect, partial coherence is used in the

processor, or if _here is loss of temporal coherence in the scene,

then the width of the MTF is reduced, thereby limltiI_ the ability of

the system to image scene detail (Raney, 1983, 1980). This is of

central importance in the response of a SAR to distributed dynamic

phenomena, such as ocean reflectlvlty. It has the heavy consequence

that the appropriate impulse response for the SAR may not be the same

for all parts of the image simultaneously.

5. SPECKLE CONSIDKRATIONS

The output of the system is deeply modulated even for nominally

constant input _o(X,y). This phenomenon is known as speckle

(Zeleaka, 1976; Porcello, 1976; Bennett and McConnell, 1980), and is

a natural consequence of coherent illumination by the radar of a

Gau_sian scene. (By definition, a Gaussian scene is one in which,

for each (nominal) resolution cell, there are many effective

scatterers of statisticly independent amplitude and phase.)

i) To first and second order, speckle statistics (for a uniform

Gaussian distributed scene) are not a function of system focus.

if) Speckle statistics are not a function of scene temporal

coherence. Thus, for Gaussian scattering, one cannot use speckle
measures to estimate scene coherence.

iii) For a Gaussian random input, the several "looks" separated by a

multi-look processor are largely uncorrelated. The correlation

properties observed are a measure of the bandwidth and frequency

weighting of the SAR/processor combination.

iv) One effective measure of speckle is its variance. The amount of

non-coherent integration in the processor, that is, the effective

number of statistically independent looks N, may be estimated by the
ratio

N = [mean value _o[/arlance _o = (VHS)-I

for a nominally uniform region of a given scene.
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v) As a consequence of the preceedlng four properties, speckle can

be used to estimate the _otentlal resolution of a SAR/processor. The
nomlnal impulse response of the radar is closely approximated by the

square root of the speckle covarlance function for correct focus and
scene coherence. However, speckle cannot be used to estimate actual

SAR performance against particular (possibly dynamic) obJect_ unless

focus and scene coherence can be (independently) ascertained as
correct for the dynamics of those objects.

vI) There is evidently a direct trade-off between resolution

(AN proportional to N) and speckle r_ductlon (varlance inversely

proportional to N. This can hc stated as the principle of
conservation of confu_iot_

_[Rg(X) - _ constant
_Pldx

independent of the degree of partial coherence, where R_(x) is the

• spatial correlation function, under the assumption of u_iform
Gausslan input.

vii) In the event that the scene is not Gausslan at the nominal resolution

cell level, then these properties do not necessarily hold. In

particular, if there are dominant scattering centres, then image

behavior wlll be described more appropriately by articles In Section

4 above, even if tl_ _.c-called image resembles speckle in appearance.

6. OBSERVATIONS _qD IMPLICATIONS

The properties of SAR imaging behavior introduc d above should be

incontrovertible. Any observation, theoretical or experimental, that
purports to "explain" the content of SAR ocean itaagery, or to go even

further and to "explain" the scattering mechanism, must be consistent
with these principles.

There seem to be two general Issues In active discussion in the

theory of SAR ocean wave Imaging: Gausslan versus non-Gausslan i

scattering; and the causes (and possible remedy) of azimuth

directional spectral narrowing (Hasselmann et al., 1984). Therefore,

it would be helpful to organize the foregoing SAR facts of llfe i
accordingly.

_. Table 1 compares the response of Gaussian scatterers an_ a specular !
.-_ scatterer for eleven measurable SAR image properties. These

properties in turn are organized into two groups, General t

Considerations, having to do with a nominally uniform average II
reflectlvlty (of which a wheat field is the classic example), and 1

Two-scale Considerations, for which there Is assumed a low (spatial) I

_a frequency modulation of the reflectlv!ty, as by a swell or _ore fully 1
developed sea. The Table is filled in under the assumption that the
SAR azlmutb response is of interest. I

,m I
• f
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TABLE 1

COMPARISON OF IMAGE PROPERTIES

CAUSSIAN SCATTERIM_ SPECULAR SCATTERER v

General Considerations

I. High correlation between

looks (azimuth sub-aperture

filtering) No Yes

2. Average image (intensity)

dependent on

N-look processing No No

3. Peak values cf image

(intensity) dependence
on N N-_ N-I

4. Focus sensitivity

(uniform reflector) No Yes

5. Image sensitivity to
scene coherence time No Yes

6. Fourier transform of

"image" a measure of

SAR/processor (resolutlon) -I No Yes

7. Fourier transform of

"image" a measure of

SAR/processor bandwidth Yes No
b

1_m-scale Considerations i

I
8. Velocity bunching Yes Yes iI

9. Velocity spreading Yes No !
I

I0. Focus sensitivity Weak Strong Ii

11. Coherence time limitation Yes Yes t

1
1

t
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The issue of Gausslan versus non-Gausslan scattering is an important

one, both technically and phllosophlcally. From a technical point of

view, there is ample evidence that non-Gausslan scattering is

characteristic of sea radar return (Trunk and George, 1970; Barkeshll

and Moore, 1983), and indeed for many applications It is the

; reflectivlty characteristic of central concern, as in tarFet

" detection (Trunk and George, 1970), or in explaining the dlffer_nce

between airborne and tower based scatterometer results (Barkeshll and

: Moore, 1983) _t seems well establlshed that as the nominal

- resolution cell size decreases, the importance of "splkey"

non-Gaussian reflectlvlty elements increases (Trunk, 1912, and

especially Jakeman and Pusey, 1976).

There are various "explanations" for non-Gausslan scattering. Most

of these explanations are based on statistlcs that are closely

related to the expected result of a very small average m_mber of

effective scatterers per resolution cell, where this value ranges

from 0.1 Jr less (Jakeman and Pusey, 1976) to (less than ) 5, the

accepted _nreshold for Raylelgh - hence Gausslan - scattering. For

this reason, in Table l the non-Gausslan case is represented by a

single (dominant) specular scattering centre in a resolution cell.

There may or may not be such a scatterer in an adjacent cell in a

typical situation, indeed usually not. Hence the point target

properties of SAR response apply to such a case.

For Gausslan scattering, it is assumed that there are "many"

effective scattering centres per resolution cell.

As an aside, it is Important to note that for a SAR, the number of

effective scatterers per resolution cell is the spatial scale of

interest, not the instantaneous field of view (antenna wldtn by pulse

length) of the radar.

From a philosophical point of view, the existence of and differences

between Gausslan and non-Gausslan scatterers Is important in that

agreement on the veracity or significance of theoretical or

experimental results is Imposslhle unless assumptions about the

underlying 3catterlng, either e_pllcltly presented or implicitly

employed, are clearly explored and consistently followed. From the

point of view of this _rlter, most of the controversy in the "focus"

/ area is potentially resolvable if flrst there would be agreement on

, the type of scattering being considered.

Finally, some remarks on the nature of "a specular scatterer", it is
- obvious that a solid corner reflector is an example of a specular

scatterer, as is a facet whose plane is orthogonal to the radar range
line. It is likely that Instances of coherent specular reflectlon

_" arise from such geometrlcs accidentally simulated by the sea surface.

Y.J Likewise point scattering by a cusp or other surface discontinuity

could provide a source of specular reflection.
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There is another source of "specular" reflection that s, ,ms to have /
been overlooked to date; Brags _cnrterinR. Whereas Brags scattering,
the geometry in Milch the radar _ wavelength projected onto a wavy
surface picks out preferentially the matching surface spatial
frequency, is usually taken to be the epitomy of Causslan scattering
(Hasselmann et al., 1984), it is by definition Just the opposite!

Bragg scattering, for one set of resonant scatterers in a local

region, results in a coherent specular signal. It is only if there

is an ensemble of many such Br=gg scattering cells _n _ne resolution
cell that Gausstan statiqttcs again apply. The modelling issue then

reduces to representation of the expected size of a Br_gg region as !
compared to a radar resolution ceil.

Differentiation between these two specular r_flectlon concepts should

be possible experimentally as they are modulated by q4ite different
portions of Lne ocean Doppler spectrum. The first typically move at

nominal phase speed of the longer waves, whereas the second are

dominated by orbital advection hence much more slowly.

Irrcgardless of "the cause" of specular events in SAR ocean imagery,

they do exist. Thelr observable properties are in many cases

different from proper Gaussian scatterln_. Search for and
observation of these features is worthwhile.

Turn now to the considerations of the Table. The first group (:tems

1-7) apply directly to a nominally idealized scene, and may b.

visualized as being analogous in the uniform Gausstan scattering case

to determination of system response by white random noise or in the

specular scatterer case to the optical "point spread function"

(O'Neill, 1963).

It is of central importance to this discussion that unlike

conventional imaging c: s,,stems analysis using purely non-coherent

illumination, for partially coherent systems there is not a
one-to-one equlvalence between frequency domain, and time domain

norms. Independent measures of frequency structure (e.g., bandwidth)

and temporal structure (e.g., coherence) are required. One purpose

of the Table is to suggest approaches to this question. In this

sense, th_ first seven items carry over dlrectly and impact the final
four items.

The Two-scale Considerations are meant to be those of first order

relevance under the assumption that one is attempting to "image"

azimuth waves, and thus to understand the azimuth wave spectral
response of a SAR.

In order to get a bit more depth into the implications of the Table,
consider an experlmenc using existing data. We need to have examples
of SAR ocean imagery with different qualities of azimuth waves
visible. There should al_o be available a control, an example of
imagery (fro_ the same radar and processor) thac includes a large
random field, and if possible at least one point reflector. The
experimental procedure is to perform on both the control and the sea
images the series of tests suggestnd in the Table. From the Control,
general considerations 1,2,3,4,6 and 7 may be verified. The same
measuret: should then be performed on the sea i_ges, with the results
used to classify regions nf sea s:atterln_ =_ doslnantly Gausslan or
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. specular.

For example, it has been obse_,ed that the apparent speckle f,]
certain SEASAT scenes is elongated In azimuth by several resolution

cells. This feature has been called "streakle"*, a most descriptive

terminology. The occurrence of streakle seems to be correlated with
reduction of the azimuth bandwidth of associate _ directional spectra.
The streakle events should be processed according to the tests of

, Table I. From this one may conclude whether or not they correspond

to specular or Gausstan scattering.

!
Again, one may search for focus sensitivities. Certain investigators
have reported [inding focus dependenc_ in SAR data. In :he context

: of the Table, this corresponds to item 10, in which there is a value
Judgement required. The case may be strengthened, by subjecting the
area in question to the test of item I. for those areas in which
both strong focus dependence is found and specular correlation

between looks is satisfied, then more presumptive steps (such as wave

height estlmatYon) can be hazarded.

It is true that an ensemble of scatterers, or a point scatter, should

. they have a Doppler (linearly changing phase) component will suffer
an azimuth position shift (item 8 in the Table). This is difficult
to observe confidently on the ocean, however, due to the complexity

of the full spectrum of motions present.

In the event that the sea spectrum is nearly pure swell, as is the

casp for ocean waves in a field of floatlng ice, and the problem of

scattering coherence time is avoided, then the velocity bunching

mechanism may be directly obse_ed (Raney, 1981). There are

interesting questions that have to dG with identifying the cause of
loss of azimuth wave sensitivity In _ SAR. Perhaps the issue could

be addressed by observation of a wave field as it propagates from

open water into an ice covered region, progresslvely attenuating the

higher frequency porticn of the wave spectrum. Again, any
experimental cbservatlons mhould be verified by a control frame of

SAR data, and Judicious use of the measureable norms of Table I.

7. COWCLU$IO_

This paper has attempted to present and tabulate imaging properties
of a eAR that are facts of llfe. These have been selectively i
e_plored as they apply to the ocean imaglng problem.

t

It is suggested that most SAR ocean imagery has _roperttes o" both !

Gausslan aM specular scattering. Existin s theories and experlment_l i
observations are controverslal largely due to inconsistencies in the

- assumed scatterln mechanism. Logical approach to the problem !
requlr_s that the rules of SAR image formation be utilized as !

_. guidance to localize and Interpre_ oceen Imasery phenomena. An
. experimental p.ocedure is suggested to realize _h!s goal

!

'_ * Dr. A. Goldfinger T
_mJ
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1. INTRODUCTION

Observation of ocean surface waves was one of the primary reasons for including
the synthetic aperture radar (SAR) in the instrument complement of the SEASAT ocean-
ography satellite. As a natural result, understanding SAR response to ocean waves
has beep a central issue in the interpretationof SAR ocean images. Although much
research has been done and several models have emerged to explain the mechanism for
SAR imaging of ocean waves, only limited agreement has been reached on a correct
understanding of the mechanism. Understanding the physics of this imaging mechanism
is important for two reasons. First, understanding the imaging mechanism would
allow improved estimates of wave-e-_r_e'Idcharacteristics. Second, knowledge of the
imaging physlcs for ocean gravity waves would have signifTca-ntapplication to SAR
images of other ocean surface phenomena, such as internal waves, slicks, surface
wind fields and sea surface temperature variations. Our approach to understanding
SAR imaging mechanisms is straightforward. First, we develop from each candidate
model a set of hypotheses which can be experimentally tested. Second, we test these
statements using data sets of SAR images and corresponding in situ surface observa-
tions. Our primary source of data sets has been from the SEASAT mission and several
large scale field experiment_ using aircraft SAR's. This paper will summarize ini-
tial research results and the conclusions that can be drawn from them.

2. CONTENDING MODELS

Here we discuss three major models which claim to contain the important physics
of the SAR imaging mechanism for ocean gravity waves. We pick these models because
they represent major, different and well known points of view. Much of the physics
involved here is relevant to other areas of ocean remote sensing by radar. Whilet

there are other important contributions to this problem (e.g. Swift & Wilson, 1979;
Valenzuela, 1980; Ivanov, 1982 _ 1983; Plant, 1983; Rotheram, 1983), we focus on
work by Alpers et al (1981), Alpers (1983), Harger (1981 & 1984) and Jain (1981).

Two basic mechanisms for radar wave scattering from a statistically rough sur-
_' face have been treated analytically. For a surface which is only slightly rough

(Ik¢cosOI << 1, where k is radar wavenumber, _ height deviation and 0 angle of
incidence) a perturbationanalysis can be used and the resulting backscatter
mechanism is referred to as the Bragg mechanism because of the analogy with Bragg
(resonant)scattering from a crystal lattice. Here the structure resonant with the
radar waves is a collection of short (~ 10's of cm) ocean waves. The other case is

_ termed the quasl-specularmechanism since it evokes scattering from a statistical
ensemble of facets, each scattering via specular reflection. This mechanism is val-
id for situations where C may be large, but the surface is gently undulating
(radius of curvature >> radar wavelength). In general Bragg scatter is more Impor-

,_ 137

. ?_CE_ING PACE _LA_rK NO'? F_M_ '

i9840i9i94-i43



,_)
tant for u _ 20o while quasi-specular scatter mcminates for _ _ 2Q°. In under-
standing the models discussed below it is important to note the role played by each

o of these mechanisms. This is especially important for SEASATSAR observations since
19_ < o < 26 _ in that case. Fig. I shows the ohservational geometry for SAR ocean
remote sensing.

;EASAT i"

Z -ATELL!TE / ORIGINAL PAGE

_', _ _ __/ OF pOOR QUALITY
SAP _7

" ANTENNA /-"_

- /

• / I"0

y

0_-" _ "/// WAVE CRESTS )X

Fig. 1. Geometry for observation of the ocean surface hy SEAS#T (or aircraft) syn-
thetic aperture radar. Here we define the geometry for SEASATSAR observations
of the ocean surface, (x,y) plane; in particular, observations of long gravity
waves at a point (x,y) travelin_ at an angle @ with respect to the SAR flight
path and having a wave vector K where K = (2x/A) and A is the ocean wave-
length.

Alpers, et al. (1981-1983)

This model contains perhaps the most straightforward and easily comprehended
analysis of SAR imaging of ocean waves. In this (ARR) model small (_ 10 radar wave-
lengths) facets are treated as floating corks, each with its own Doppler shift and
scattering properties. Each facet is statistically independent of surroundinq fac-

. ets and a two-scale scattering model is used to calculate the radar echoes which
F determine the SAR image. The facets constitute the small scale, while the long

(~ lO's to 100's of m) ocean waves determine the large scale surface behavior. So
:_ each facet has its own position, orientation, surface roughness and velocity. These

properties are governed by the large scale, long ocean wave behavior. Given a fac-
:L. et's position, ocean surface dynamics determine the latter three quantities. Then,

"_ knowing a facet's orientation, surface roughness and velocity, Alpers et al use SAR

and scattering theory to calculate the backscattered power which the SAR would sense
,.._ from each facet location. Facet orientation, surface roughness and velocity vary
.. with position along the propagation direction of a wave and give rise to three mech-
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anisms by which a long ocean wave modulates the power sensed by the SAR for a given
position along the wave propagation direction. This modulation makes the waves vis-
ible in the SAR image. Facet orientation leads to the tilt modulation mechanism in
which, for a given surface roughness, the radar backscatter is enhanced when the
long ocean wave tilts a facet so that it is viewed at nearer normal incidence by the
radar and visa-versa. Facet roughness leads to *he hydrodynamic modulation
mechanism in which, for a given orientation,the radar backscatter is en-_n-cedfor
those portions of a wave (near the cres _) where surface dynamics enhances small

• scale roughness. Finally, facet _elocity along _he radar propagation vector
leads to the velocity bunchin 9 modulation mechanism in which, for a given tilt and
surface roughness, the backscattered power sensed by the radar is systematically
misplaced in the image due to the facet havinq a Doppler shift different from the
mean for the large scale surface, i.e. Doppler misplacement bunches power in some
image locations and disperses it from others. Alpers and Rufenach (1979), Alpers et
al. (1981) and Alpers (1983a) apply this model to monochromatic sinusoidal waves
while Alpers (1983b) uses a Monte Carlo calculation to make the application to a
spectrum of waves. This model is relatively well developed and many quantitative
statements which can be experimentally tested have been derived from it. Some of
these statements are in terms of a modulation transfer function R defined by
Alpers and Hasselmann (1979) as

_ = o° + C_ = %[I + f(R(K) z(K) e i(Kx-_t) + c.c.) dK] (1)

where o is normalized radar cross section z(K) is the Fourier transform of the
surface height fluctuation associated with the long waves, K and Q are the wave-
number and radian frequency of the long waves and c.c. stands for complex conju-
gate. Equation (I) implies that R characterzes a linear process. This is an
unwarranted, but apparently useful assumption. R is of course a function of obser-
vational and ocean parameters as well as K. Since R relates SAR and ocean sur-
face observables it can be determined experimentally and this empirically deter-
mined R compared with theoretical expressions from the different models. The
model also makes predictions regarding other quantities, for example image smearing
(degraded resolution) and biases of SAR estimates of wave characteristics relative
to surface measurements. Because of the relatively straightforward connection
between assumptions and predictions of this model we have emphasized it here.

Harger I1980-1984)

Harger (1980, 1981, 1983, 1984) approaches the SAR wave imaging problem from a
radar point of view and his extensive background in SAR (e.g., Harger, 1970). In
this model the ocean surface is characterized as a continuous, dynamic surface
having an 'effective reflectivity density' (g) which varies spatially and temporally

, in accordance with the surface dynamics. Thus this model uses a d:stributed radar
scattering surface rather than the floating corks of Alpers et al. The key elements

_ in the model are SAR imaging of time variant scenes, rough surface scattering and

_ ocean surface hydrodynamics. Harger (1980) characterizes the SAR system as a series
of transformationsin which g(x,y) of the ocean surface [Fig. I coordinates are

_ used here] is transformed into l(x,y) which is the SAR image output. Harger

(1980, 1981, 1983) investigates how these transformations filter the wavenumber

spectrum of g to yield the wavenumber spectrum of I. To obtain g Harger (1984)
uses Phillips' (1981) hydrodynamicmodel for short ocean waves (small scale rough-
ness) riding on long gravity waves (large scale structure), i.e. a two scale model.
The large scale waves are simple sinusoids. For scattering from small scale rough-
ness the Rragg scattering model is used. In this imaging model, Phillips' hydro-

I

dynamic model produces hydrodynamic modulation analogous to, but not the same as,

"_ the WOrK of Alpers et al. above. Tilt modulation is producedby the large scale
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sinusolda! waves. There are several major differences between the Fesults of this
model and those of Alpers et al. First, Harger finds no 'velocitybunching' modula-
tion effects whereas Alpers et al. do. Second, Harger finds the long wave phase
velocity to be importantwhereas this quantity does not directly enter the model of
Alpers et al.

_ Jain IlgSl)

This model is less fully developed than the previous two, but raises some
important questions. Jain's model uses a distributed radar scattering surface as

" does Harger. He makes provision for quasi-specular as well as Bragg scattering and
for scattering features travelling at the long wave phase velocity. Further he
questions the application of the two scale model used by both Alpers et al. and

; Harger. While tilt and hydrodynamic modulation are included in this model, Jain and
Harger agree that velocity bunching modulation should not be present. Jain's model
is less well developed and quantitative predictions which can be experimentally
tested are fewer. One prediction is that ocean wave fields containing wave trains
in multiple directions will in general exhibit different properties than a simple
super-position of two wave-train images rotated with respect to one another.
Further Jain contends that for SAR observations at e _ 2Q° (including SEASATSAR)
quasi-specular scattering is imwortant, Wediscuss this question further below,

Kev lssues

Here we summarize the major issues which we think are the crux of the wave
• imaging problem.

I. Role of surface motion: Does a SAR sense radar scattering as having a
Doppler shift associated with the orbital or with the phase velocity of an under-
lying long wavelenqth ocean wave? Is the velocity bunching mechanism valid?

2. Degradation of SAR resolution by ocean surface motion: Is the degradation
related primarily to long wave orbital acceleration (Alpers et al.) or does the
presence of more than one dominant wave component imply a degradation of resolution
as claimed by Jain?

3. Relative importance of quasi-specular, Brag_ or other mechanisms: Alpers
et al. and Harger consider only Bragg resonant scatter. Is quasi-specular scat-
tering also important as Jain claims? Within the Bragg mechanism what is the rela-
tive importance of the tilt, hydrodynamic and velocity bunching mechanisms?

4. Validity of the two-scale scattering model: Can the ocean surface be sepa-
rated into two importance scale lengths, the long ocean waves and the short Bragg
resonant waves, as Alpers et al. and Harger assume or are intermediate scales also
important as Jain claims?

3. RELEVANT EXPERIMENTAL DATA

There is a large collection of SAR and surface data sets concerning ocean
waves. Several large field experiments were conducted both preceeding SEASAT (1978)

• and after, e.g., Marineland in 1975, Westcoast in 1976, and MARSEN in 1979. In
these experiments various aircraft SAR's were flown over wave fields also observed
by buoys, pressure arrays, wave staffs, and ground wave radar. Particularly useful

_ are the multiple direction flight_ which view waves from several aspects. During
the Seasat mission 100,000,000 km_ of SAR images were collected, most over the

_ ocean. The Seasat data have the advantage of a consistent SAR system and very high
quality digital imaging. Several good data sets of SEASAT SAR and surface wave ob-

A_, servations were collected during the JASON, GOASEX, DUCKEX, and Atlantic Coast
experiments in 1978. Besides simple wavefields observed during the SEASAT mission
there are several cases of ship wake waves and waves near islands which bear upon
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the SAR ocean waves imaging mechanism. Two other sources of important experimer_tal
data are tower experiments, such as those of Plant (1977), and scaled down laborato-
ry experiments. An extensive tower experiment called TOWARDwill begin in August
1985 using th _ NOSCtower off San Diego. It will involve tower mounted radars, air-
craft SAR and the Shuttle Imaging Radar, SIR-B. Other relevant wave experiments are
planned for SIR-B in August 1984, in particular SAR observations at varying inci-
dence angles (0).

In bringing these data sets to bear on the SAR imaging problem two factors are
of major importance. First, the SAR (or other radar) and surface and measurement
data must test some critical hypothesis emerging from the contending models, i.e.,
the data set should address one of the critical issues listed above. Second, both
the radar and surface data must be of sufficiently high quality to make a convincing
test. In particular digitally imaged SAR data should be used whenever possible.
Below we discuss some initial results using the aforementioned data sets to confront

hypothesis derived from the models of section 2.

4. EXPERIMENTAL TESTS OF MODEL PREDICTIONS

Here we present initial results using data of section 3 to test the models of
section 2. These results are limited both because this report is a brief one and
because the research is st111 going on. The model of Alpers et al. receives some-
what more attention here because these authors have worked out a number of predic-
tions which can be tested by available data in a straightforwardmanner.

Bias of SAR Estimates of Wave Properties Relative to Surface Measurements

One of the most straight forward comparisons of SAR estimates of wave proper-
ties with surface measurements is for the dominant wavelength of the ocean wave
field being observed. Gonzalez et al. (1981) and Vesecky et al. (1983 and 1984)
make such comparisons using SEASAT SAR data for several tens of cases.
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Figure 2. Comparison of SAR and surface measurements of dominant ocean wavelength.
Results are shown for optically producecl SAR tmages in the GOASEX,JASIN and
DUCK-X experiments. The black squares show some JASIN results using SAR images
digitally produced at OFVLR and kindly provided by Dr. Werner Alpers, Max Planck
Institute for Meterology, Hamburg.
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° Because the physical mechanism which allow SAR to image ocean waves are not well
understood, first order estimates of ocean wave characteristics are based on a sim-
ple assumption, namely that intensity fluctuations, 61, in a SAR image of ocean

i waves are linearlyproportional to fluctuations in ocean waveheight, o_.
Thus we let

2 = H2 B2 R2
• FI _ (2)

where H is the transfer function related to the SAR system characteristics, R is
related to oceanic background fluctuations not directly related to ocean waves, R is

= related to _he physics of the wave imaging mechanism and FI (K _) is the Fourier
transform of the image intensity I(x,y) and K and @ are polar coordinates in two-
dimensional wavenumber space. The angle @ is referenced to the velocity vector of
the platform surface track and is positive clockwise when viewed from the platform.
Thus @ = 0 is the azimuth or along track direction and @ = 90 is the_or cross

track direction (see Fig. I). The SAR wavelength estimates in Fig. _made by
computing _I from SAR imaqes, letting B and R be unity and estimating the SAR system
response H_ according to Beal et al. (1983) for the JASIN digitally imaged data and

accnrding tn Vesecky eta!. (!984) for the v_, optically processed data. For the
GOASEX and_DUCK-X optically processed data H_ : I. Thus biases due to SA_ system
response HZ should be limited while biases due to the ima_in_ mechanism R_ remain.

"" It is clear that the SAR estimates are biased slightly toward longer wavelengths.
" Monte Carlo simulations of SAR imaging of a spectrum of ocean waves by Alpers (1983)
= clearly p-edict such a bias (see Figs. 3, 7, 9, 10, 11, and 12). However, the para-

meters of these simulation do not match precisely the conditions of Fig. 2 (e.g.,
only the azimuthal component of the wave field is simulated). Hence, we can make
only a semi-quantitiveconfirmation of this prediction of the A!pers et al. model.
No analagous predictions for the Harger and Jain methods have been done so we can
not evaluate them at this time.

Relative Importance of Bra_ Resonance and Quasi Specular Scatterin9 Mechanisms

j It is well known (Bahar et al., 1983) that the relative importance of the Bragg
resonance and quasi specular scattering mechanisms varies with angle of incidence
(e in Fig. I). In section 2 we noted that both the Alpers et al. and Harger models
take only Bragg scattering into account, while Jain contends that for the SEASAT SAR
geometry specular scatter is also important. As a first step in sorting out this
problem Vesecky et ai.(1983) have calculated the variation of the modulation trans-
fer function [R_eq. (I)] with incidence angle (e). In this calculation only the
tilt modulation mechanism was considered. In the calculation a SAR resolution wave-

number, Ks_r = _/(resolution), is defined such that waves with K < Ks_r are
imaged and _ves with K > Ksar are not. Waves that can be imaged are _reated
deterministically,while sub-resolutionwaves are treated statistically. Thus, the
resolution cell is considered to be a random rough surface which is tilted by the

: deterministic long wave. To find the cross section in the resolution cell as a
function of angle of incidence e and the tilt angles, _ and 6, a two-scale

: model is used. The height of the surface within the resolution cell is:

h = hI + hs (3)

-. where h_ is for a small scale surface which scatters by the Bragg mechanism and hI
is for Ehe large scale surface which scatters by the quasi specular mechanism. Here

L large scale refers to waves intermediate between the Bragg resonant wavelength
(~30 cm) and the resolution cell size (~25 m). The waveheight spectrum for h is

, derived into three parts:
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4

_ , Ws (K) K > Dd
i

W(K) = WI (K) KSAR < K < Kd (4)

0 K < KSAR

kd is the wavenumber of transition between the large scale surfaces.
L

In Fig. 3 results are shown for three progressively complex model calculations.
In the most simple case (dotted line) quasi specular is neglected as well as the

_ tilting of hs by hI. This corresponds to the Alpers et al. model and is the same
curve as Fig. I of Alpers et al. (1981). Next the tilting of h. by hI is included,b

" but only Bragg scatter is considered. This corresponds, at least in part, to
" including the effects of surface height structure in between the small scale Bragg
_. resonant waves (~30 cm) and the long ocean waves (~100's of m). These results
"_ corresponding to the dashed line go toward zero at small 0 as one knows physically

they should. Finally quasi-specular scatter is included (solid curve) and a peak in
_ the modulation transfer function emerges at 0 - 18°. Similar results have been

obtained by Rahar et al. (1983).
I

_, 30 , , , , , , , ,• BRAGG + QUASI SPECULAR

"' (_" -BRAGG ONLY WITH AVERAGING

i 5 . ......... BRAGG ONLY WITHOUT AVERAGINGz - /; u. 20- -

! z
_1

1 "Q _

0 O I I I I I l I I$" 0 10 20 30 40 50 60 70 80 gCJ i
| MEAN ANGLE OF INCIDENCE,

Fig. 3. Normalized modulation transfer function (-R/ik) taking Into account various
effects.

Accordlng to Fig, 3 one should observe a rather sharp decllne In the vlslblllty
of waves In SAR images as e increases from about 20° to 30°. SEASAT SAR observa-
tlons over the JASIN experlment area off the west coast of Scotland provide an

- opportunity to test thls Impllcatlon of Flg. 3. On orblt 1044 300 mwavelength
-: waves at H_ - 3.5 m traveling at about 40° relative to the satellite surface ,

track (_- 2£_° in Fig. I)were imaged by SEASAT SAR. A scene about 40 x 40 km In
slze was digitally imaged at DFVLR Oberpfaffenhofen. Thls image was divided into 9
squares-- 3 In azi_th by 3 in range. Along the range direction e varies over a
l_ttle les_ than 2°. SAR estimates for Y _re obtained as discussed above letting
R_ and B_ go to unity _n eq. (2). _e relative values of the I estimates at
the d_Inant waven_ber K were co_ared to note the variation of SAR estimate of

I P :
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- _(_ ) with O. If one assumes that the ocean wavefield is homogeneous over the 40
x 4_ km square, that SAR system effects have been successfully removed, and that
there are no relevant background contributions (e.g. from internal waves), then the
variation must be due to R_ in eq. (2), i.e. to the imaging mechanism, n,er ti_is

40 x 40 km area 300 m swell in deep water should be very nearly homogeneous even In
the 11 m/s wind blowing at the time. Use of H_ in eq. (2) as discussed above, plus
the fact that we are considering wave sizes much smaller thailthe image size and

: that the digital imaging was carefully done convince us that the variation seen in
Fig. 3 is not due to SAR or imaging artifacts. Further visual examination of the
image reveals no significant background effects. Thus although this initial result
must _jeconfirmed from other data, we think it is indicative of a real variation

" of R_ with e and thus can be considered as experimental evidence confirming the
existence of a rapid decrease of RL with 0 for 20° _<e _<30°. Knowing the
origin of Fig. 3 we thus have experimental evidence for the importance of quasi-
specular scdttering for SEASAT SAR images of ocean waves.

SPECTRAL PEAK VARIATION

O- +\ ORBIT 1044
_ +'\.

u-_-l- +__

.: 000
Z_

-2--

- 2

(z"'u_ _4 - \ _+ AVG

N
__ \+t 3

, I I [ J I. j I
22 23 24 25

ANGLE OF INCIDENCE '

Fig. 4. Dependence of the SAR estimate of the directional wave spectrum I (at the
dominant wavenumber) on incidence angle u. The data comes from a 40 x 40 km

" SEASAT SAR image collected on orbit 1044 over the JASIN experiment area 8 Sept.
1978. 0019 GMT. The three curves correspond to deviding the image into a 3 x 3
matrix and calculating the e variation (along the range direction) at three
locations along the azimuth direction. The mean curve for the three is also
shown.

(

e.

.W

Ship Wakes
,.m
..., SAR imagesof ship wakes take many forms as shown by Fu & Holt (1982) and
,.- Vesecky & Stewart (1982). Those images are not useful here because there were no I

corresponding surface wave measurements. However. in Fig. 5 we show a splendid
=
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SEASAT image of a classical Kelvin ship wake. Since we can clearly identify the SAR
image as a Kelvin wake and since we know a good deal about Kelvin wakes (e.!1.
Lighthill, 1978, ch. 3), some useful information can be obtained. Aside from its
form, a very convincing argument that the wake is indeed a Kplvin wake was pointed
out to tne authors by Brian Barber of the Remote Sensing Centre, RAE Farnborough,
U.K. Noting the displacement of the ship from the wake and the SAR observational
parameters a speed of about 11 m/s can be calculated for the ship. From wake theory
we know that the transverse waves in the wake must have a phase velocity equal to
the ship's velocity. We can calculate the required wavelength of the transverse
waves in the image. The wavelength observed in the image is within I0_ of the re-
quired value.

i

Th, important point here is that the ship is displaced from the wake by an

_L amount which implies that the wake i_ virtually stationary on the sea surface. Wemake the analogy with the familiar rain off the track' phenomena of SAR images in
which the train's motion displaces it from the stationary track because the train
and track have different Doppler shifts and SAR uses Doppler shift to locate objects
along directions parallel to the SAR flight path. Thus the SAR observes these _90 m
waves of the ship wake as if they were stationary with respect to the sea surface
(as assumed by Alpers et al.) rather than as if they were moving at the wave phase
velocity. A similar point was noted by Keith Raney in his lecture at the Poyal
Society Meeting on Remote Sensing in Autumn, 1982,

it, .... .-m"-_
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Fig. 5. SEASAT SAR image of a classlcal Kelvin wake generated by a ship in the
English Channel. THe image was ¢ollected on orbit 834, 24 August 1978, $¢ 0727
GMT and digitally image at the Remote Sensing Center, RAE Farnborough, U.K.
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Conclusions

We have discussed three major models for the mechanism by which SAR images

ocean waves. From section 2 we conclude that there are significant fundamental dif-
ferences between these models. These d_fferences occur both in fundamental assump-
tions and in subsequent developments. Thus it is not surprising to find significant
differences between predictions arising from these different models. In section 2
we list four key issues which need to be resolved in order to startout the corrpct
and incorrect features in the contending models. Although tesLing these models

c against experimental evidence is _till in the initial staqes, we dr3w several
preliminary conclusions. For the most part these conclusions require further
testing to confirm them.

I. SAR estimates of dominant ocean wavelength are biased sliqhtly toward
longer wavelengths when con:paredto surface measurements. The work of A!pers (1983)
predictc just such a bias. However, we have not yet made detailed quantitative com-
parisons.

2. Inclusion of the quasi-specular scattering mechanism (Fig. 3) produces pre-
dictions which appear to agree with experimental evidence (Fig. 4) regarding the
variation of the modulation transfer function with angle of incidence. Hence the
quasi specular scatteringmechanism is important for SEASAT SAR observations
(B ~ 22°) of ocean waves.

_ 3. For the waves of the Kelvin ship wake of Fin. 5 the Doppler shift sensed by

the SEASAT SAR is essentially that of the m_an sea surface. Hence for these 90 m
wavelength waves we conclude that wave orbital velocity is involved rather than wave

: phase velocity.

Future experiments using the Space Shuttle imaging radar (SIR-B) should be very
helpful in resolving the key issues of section 2 both because observations will be
made at multiple angle of incidence and because high quality digitally imaged data
will be available. SIR-B observations during the TOWARD (instrumentedsea tower)
experiment off San Diego would be particularly useful.
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ABSTRACT
;t

'_ Microwave remote sensing of rough surfaces (both land and ocean), using moving

platforms (aircraft and satellite), as well as ground based measurements has illus-
z trated the need for a better understanding of the interaction of the radar signals

with these surfaces. This interaction is particularly important for the ocean surface

; where the radar mcdulation can yield information about the long ocean wave field.

4 Radar modulation measurements from fixed platforms have been made in wavetanks and
the open oceans. The surfaces have been described in terms of two-scale mo_els. The

radar modulation is considered to be principally due to: (i) geometrical tilt due to

i the slope of the long ocean waves and (2) the straining of the short waves (by
l hydrodynamic interaction). For application to moving platforms, Synthetic Aperture
! Radar (SAR) and Side Looking Airborne Radar (SLAR) this modulation needs to be

i 'described in terms of a general geometry for both like- and cross-polarization since
the long ocean waves, in general, travel in arbitrary directions. In the present4

[ work, the finite resolution of the radar is considered for tilt modulation with
hydrodynamic effects neglected.

i. INTRODUCTION

The full wave approach is used to determine the modulation of the like- and

' cross-polarized scattering cross sections for composite models of rough surfaces

illuminated by SAR. The full wave approach accounts for both specular point scatter-

ing and Bragg scattering in a self-consistent manner. Thus, the total scattering
cross section is expressed as a weighted sum of two cross sections (Bahar et al.,

1983). The first is the scattering cross section associated with the filtered surface
consisting of the large-scale specular components of the illuminated rough surface

area. The second is the cross section associated with the surface consisting of the

small-scale spectral components that ride on the filtered surface.

Full wave solutions are derived for the scattering cross sections of a relatively
small area or resolution cell of the rough surface that is effectively illuminated by

SAR. The normal to an arbitrarily oriented mean plane associated with the illuminated

cell is characterized by tilt angles _ and T in and perpendicular to a fixed reference
plane of incidence. It is assumed that the lateral dimension of the resolution cell

Ls is much larger than both the electromagnetic wavelength and the surface height
correlation distance for the cell. As the SAR scans different portions of the rough
surface S, the direction of the unit vector normal to the cell F fluctuates. In this

paper the "modulations" of ,catterlng cross sections are determined as the tilt

angles _ and T fluctuate. If,a recent study of "tilt modulation" by Alpers et al.
(1981), first-order Bragg scatter due to capillary waves on a tilted plane is .Jn,id-

ered. It can be shown that if the large scale spectral components of the surface
within the _ell are ignored, the full wave solutions derived here for tilt modulation

reduce to the results obtained by Alpers et al.
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= Vf/[,'fI = (-h _ + _ - h a )/(h 2 + h2 + 1)% (7a)
x y zz x z

where
f = y - h(x,z) , h = _h/_x , h = Dh/_z n_,_.__,,_.,,_ _,,...... (75)

and x z

n = v/v . " (7c)
S

The expression for the physical optics (specular point) cross section for the

large-scale surface h. is

= P2(nf,nZ[_)p(_)i (8)

<°_ Q> v$ L 1_2 ., Y In s

in which DPQ depends on _i, _f, _, the media of propagation above and below the

rough surface h(x,z) and the polarization of the incident and scattered waves

(Bahar, 1981a,b). The shadow function P2 is the probability that a point on the
rough surface is both illuminated and visible, given the slopes _(h_,h ) at the

"I" • 2% Z'

point (Smith, 1967; Sancer, 1969). The probabz_zty denszty functzon for the slopes
PQ

hx and hz is p(n). The factor xS(v) that multiplies <o= > accounts for the degrada-
tion of the contributions from the s_ecular points due to the superimposed small

scale rough surface hs-

- Assuming a Gaussian probability density function for h <oPQ> is given bys' s
the sum

' <oPQ> = <o PQ> (9)
s m_l sm

' where

<_PQ> = 4_k 2 / !DPQI2_P2(_f'_iI_)_
sm o n'a

Y

[2) 2m W (v_,v_)

. 2 2 _[ J m P(hx,hz)dhxd h (10)

• exD(-V_<h >j
• y s 2 m. z

in which <h2> is the mean square of the surface height h and v-,v- and v_ are the
s - s x y z

components of v (6) in the local coordinate sys_em_(at ea£h point £n the large

scale surface) associated with the unit vectors nl,n 2 and n3. Thus v can also be
expressed as

_
_ = V- nl + v- n + v- nx y 2 z 3 (ii) !

where

: The function Wm(V_,V_)/22m is the two-dimensional Fourier transform of (<hsh_>)m.

8 << 1 and arbitrary P(hx,hz) the first term in (9), <oPQ>sl is also in
For

agreement with Valenzuela's solutions that are "mostly based on physical considera-

tions" (Valenzuela, 1968, Valenzuela et al., 1971). For small slopes 5 = K and
" _ B << 1 the first term in (3) reduces to Brown's solution (1978) based on aYcomblna -

-" tion of physical optics and perturbation theory. Since it is assumed (on deriving

(3) from the full wave solutions for the scattered fields) that the surface h

_' satisfies the radii of curvature criteria a_ w_ll as the condition for deep p_ase
_ modulation, it is necessary to choose 8 ffi4k <h_ > 1 in order to assure that theo s -

, weighted sum of cross sections (3) remains insensitive to variations in kd, the i
i wavenumber where spectral splitting is assumed to occur (Bahar et al., 1983).

In order to apply the full wave approach to SAR it is necessary to modify the% results
presented in this section (a) to account for the filtering of the very {

' 150 ,,. !
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I

For the illustrated examples presented, the scattering cross sections and their

, derivatives with respect to the tilt angles are evaluated for all angles of inci- ;_

dence. The modulation of the llke cross sections near normal incidence is due prl-

marily to fluctuations in specular point scattering while the modulation of the like

cross section for near grazing angles is due primarily to fluctuations in Bragg
scattering. Thus, for large angles of incidence the cross sections for the horl-

zontally polarized waves are shown to be more strongly modulated than the cross

'_: sections for vertically polarized waves. The relative modulations of the like polar- •

ized backscatter cross sections are optimum for incident angles between i0° and 15°

,_ depending upon the lateral dimension of the resolution cell and the polarization.

2. FOk:?'LATION OF THE PROBLEM

The full wave sa!vr_ons for the nn_a!!zed cre_ _ectlons per unit area are

: summarized here for composite rough surfaces. The position v=c_or to a point on
the rough surface i_ expressed as follows:

s = r£(x,h£,z) + nhs (i)

in which y=h£(x,z) is the filtered surface consisting of the large scale spec_.ral
components of the rough surface and hs, the small scale surface height is measured

in the direction of the normal (n) to the large scale surface y=h£. For a homogenous,
_ isotropic surface height the spectral density function is the Fourier transform of

the surface height autocorrelation function <h(x,z),h'(x',z')>.

i _Z<hh,>exp(iVxxd + iVzZd)dXddZd (2a)W(Vx,Vz)= --f

_d 2 2 _• where <hh'> is a function of distance [ I = (xd + zd) and

x - x' = xd and z - z' = zd. (2b) :

The surface h£(x,z) consists of the spectral components k = (v vzl £ kd and the

remainder term hs(x,z) consists of the spectral components k > kd. The full wave
approach accounts for both specular point scattering and Bragg scattering in a self- !

_ consistent manner the total scattering cross section can be expressed as a weighted

sum of the cross section <oPQ>£ for the filtered surface h£ and the cross section
f

<oPQ>s for the surface hs that rides on the large-scale surface h_ (Bahar et el.,
1983) <o_Q>

= <oPQ>£+ <oPQ> s • (3)

The symbol < > denotes statistical average. The first superscript P _orresponds to _

the polarization of the scattered wave while _he second superscript ( rresponds to :'_

the polarization of the incident wave. To derive (3) using the full _ approach it I
is implicitly assumed that the large scale surface meets the radii of curvature , I
criteria (associated with the Kirchhoff approximations for the surface fields) as '

well as the condition for deep phase modulation. Thus the first term in (3) is IP
!

_¢ in which Xs is the characteristic function foz the small scale surface

_ and xS(_ " _-) = xS(v) = <exp iVhs> (51 I

. : ko( f- I , v. (61 i
The unit vectors nf and _t are in the directions of the scattered and incident wave

normals respectively; thus for backscatter nf= __i The free space radio wavenumber

is ko. An exp(i_tl time dependence is assumed. The vector ns is the value of the unit t I

vector n normal to the surface h(x,z) at the specular points. Thus
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large scale spectral component of the rough surface by the SAR that effectively illu-
minates a relatively small area of cell F of the rough surface S and (b) to account

for the normal to a reference plane associated with the illuminated cell which is

characterized by arbitrary tilt angles _ and "[in and perpendicular to the reference

plane of incidence. It is assumed h_ e that the lateral dimension of the cell illu-

minated by the SAR is much larger than the surface height correlation distance for

the cell and that as the SAR scans different portions of the rough surface S the
direction of the unit vector normal to the cell F fluctuates. Our puLpose is to

determine the "modulation" of the backscatter cross sections <¢PQ> (3) as the tiit

angles (of the normal to the cell) in and perpendicular to the reference plane of
incidence fluctuate.

3. SCATTERING CROSS SECTIONS FOR ARBITRARILY ORIENTED RESOLUTION CELLS OF THE
ROUGH Sb.nIFACE

Let x,y,z be the reference coordinate sy _em associated with the surface of the
cPll F that is _!!,,_nated by the SAR such that the mean surface of the cell is the

y=0 plane. Furthermore, let x',y',x' be the fixed coordinate system associated with

the large surface S such that the unit vector _' is normal to the mean rough surface
height h(x',z'). The unit vector _i=__f is expressed in terms of the unit vectors

of the fixed coordinate system (x',y',z'):
-i -f
n = -n = sine' a' - cose' a' (13)

o x o y

The unit vector a normal to the reference surface associated with the cell is ex-

_ pressed in terms Yof the tilt angles _ and T in and perpendicular to the fixed

plane of incidence, the x',y' plane• Thus

= sin_ cos_ a' + cos_ cost a' + sin_ a' . (14)
y x y z

For convenience ax and az, the unit vectors associated with the cell, can be chosen
such that the plane of incidence in the x,y,z coordinate system is normal to the
vector a Thus

Z

z ay, x y z

and the expression for _i in the x,y,z coordinate system is

(ni'ix)a x + (nl.i)aY Y

E sin8 a - cose a (16a)
where o x o y

cos8 = cos(8' + _)cos_ (16b)

0 0 !The angle _ between the plane of incidence in the fixed coordinate system (x',y',z') {

and the plane of incidence in the coordinate system (x,y,z) associated with the cell i

is given by
!

COS__F = cost sin(8_ + _) tsin% (17a) !

and o :

sin_ [_ sin_ =s--i_n8 " (17b)
"_'" O

For backscatter nf - __i. Thus the angle _ between the plane of scatter in the fixed i

coordinate system (x',y',z') and the plane of scatter in the coordinate system asso- I
-- elated with the cell is 1

f i

 ill " -*F" (18) i
The matrix that t nsforms the incident vertically and horizontally polarized waves I

_,- in the fixed coord.aate system to vertically and horizontally polarized waves in the ;
ceil coordinate system is therefore (Bahar, 1981a,b) !
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Similarly, the matrix that transforms the scattered vertically and horizontally

polarized waves in the cell coordinate system back into the vertically and hori-

zontally polarized waves in the fixed coordinate system is

f cos_ -sinfUl

TF = _ sin_ cos_ (20)

Thus in view of (18)_ T_ = T_. The coefficients D PQ in (8) are elements of a 2 x 2
matrix D given by

D = Cin Tf FT i (21)
O

in which Cin is the cosine of the angle between the incident wave normal _i and the

unit vecto_ n normal to the rough surface of the cell hF(X,Z ) . Thus

cin = __i._ = cossin (22)
o o

-i

where n is given by (16) and n is given by (Ta) with fF(x,y) = y-_(x,y). The ele-
ments of the scattering matrix F in (21) are functions of the unit vectors _i,_f and

as well as the media of propagation above and below the rough surface S (Bahar,

1981a). The matrix Ti transforms the vertically and horizontally polarized waves in

the cell coordinate system (_x,_ ,_z) to vertically and horizontally polarized waves

in the local coordinate system t_at conforms with the rough surface, nl,n2,n 3 (12).
Similarly, the matrix T f transforms the vertically and horizontally polarized waves

in the local coordinate system back into vertically and horizontally polarized waves

in the cell coordinate system (Bahar, 1981a>.

To account for the arbitrary orientation of the cell, the matrix D in (21) must

be post-multiplled by TFI and pre-multiplied by Tf. Thus the elements of the matrix

D in (8) must be replaced by the elements of the matrix DF where

JF = Tf D r_ . (23)

Furthermore, in view of the effective filtering by the BAR of the very large scale

spectral components of the rough surface f(x' ',z ) = 0, the spectral density function

for the rough surface fF(x,y) = 0 assoclated, with the resolution cell F is given by

W(v_,vE) , k _>ks
WF (v_,v E) = . (24)

0 , k<k s

where W(v-,v_) is the spectral density function for the surface S, f(x',z') = 0.x z
The wavenumber k is

s

ks - 2_/L s < kd (25) '

where Ls is the width of tne area of the cell illuminated by the SAR. The very large

scale surface consisting of the spectral components 0 < k < ks are responsible for

tilting the resolution cell with respect to the mean sea surface.

Thus on replaclng the spectral density function W (2a) for th_ surface S by the

spectral density function WF for the cell F (24) and on replacing the elements DPQ

of the matrix D by the elements DPQ of the matrix DF (23) the expression (3) can be
used to deter_ne the normalized backscatter cross section for an arbitrarily

- oriented cell F. In vlew of (19) and (20) thp expressions for these backscatter

cross sections are explicit functions of the tilt angles _ and .T. For the spec__al

15J ';
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i and f
case z - 0 (tilt is in the plane of incidence) the matrices TF TF reduce to
_dentlty matrices and

cos(} = cos(0'° + _) (26)
Thus for z = 0 o

_0ol _0 o

_-_--_8'=const = _ O=const (27)
and o

(_<oPQ>/DR) 8'=const = (_<°PQ>/bSo)R=const " (28)
O

Therefore to obtain _<oPQ>/_ for _ = 0 and _ - 0 it is sufficient to evaluate <oPQ>

as a function of 8' with both _ and r set equal to zero. The value for _<oPQ>/_T can

either be evaluate_ analytically since D_Q (23) is an analytic function of _, or the
derivative could be evaluated numerically.7

4. ILLUSTRATIVE EXAMPLES

For the illustrative examples presented in this section, the following specific

form of the surface height spectral density function is selected (Brown, 1978)

2 ( )Bk4/(K2+ k2)4 k < k-- C

. W(v_,vg)= F S(v_,vg)=
0 k > k (29)

" C

where W is the notation used by Rice (1951) and S is the notacion used by Brown (1978).
For the assumed Isotropic model of the sea surface

B - 0.0046

k2 " V2x+ v2z (cm)-2 , kc - 12 (cm)-i1

K = (335.2 V4) -_ (cm)-I , V = 4.3 (m/s) Jf (30)

i, which kc is the spectral cutoff wavenumbe_ (Brown 1978) and V is the surface wind
speed. The wavelength for the e_.=_"'L_c_a_:, ..... "ave is

-i

_o = 3.0cm (ko,,"_''" (cm) ) . (31)
The relative complex dielectric coefficient for the sea is

c - 48 - i35 (32)
r

and the permeability for the sea is the same as for free space (_r = i).

_" The wean square height for the small scale surface h is given by

• _ kc s

-:.- <h > = kdkd_ =_" . (33)o

The mean square slope for the large scale surface h£ within the resolution cell, is

"_' 2w kd

w_'.li_ 0£.2 . <h2£s> . f f N4__k3dkd_ (34)
m,_ o k

.,..0 s

"_ in which ks is given by (25). The mean square height for the large scale surface

h_ is

_ 154
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ORIGINAL PAGE |g

POOR QUALITY

2_ kd

o k
s

For 8 = 4k 2 <[,2> = 1.0 kd = 0.201. For L = 300, 1000 and 2500 cm (25)0 S ' S

2
°£s = 0.0102, 0.0143 and 0.0152 respec.!v.-iy

and ,) ,)

k_<h;> = 21.9, 173 and 357 respectively. The slope probability

density function within a resolution cell is assumed to be Gaussian; thus
2 2

h +h ]i [
P(hx'hz) = 2 exp - _ 2 z (36)

_°£s °£s

and the physical optics (specular point) backscatter cross section is (8) (Bahar,

1981a)

4 [ .... tan228ol

Q>B = o

2
<op see O,, % 2 exp

(37)

°£s °£s j

in which 6pn_ is the Kr_necker delta and Rp(P-V,H) is the Fresnel reflection coefficient

i for the vertically or horizontally polarized waves (Bahar, 1981a,b).

! In Fig. la, and b <oVV>, and -(dzcW>/dfl)/<oVV> are plotted for fl ,, 0 and z = 0 as
i

' the angle of incidence wlth respect to the fixed reference systemfunctions of 8o

" (x',y',z'). In these figures LS - 300, i000 and 2500 cm.

!

'® s." Figure la. <oVV>, for fl " 0 and :!
!

(A) Ls 300 cm, (0) Ls i000 cm,

.:,j (o) ,.. - o.. It
J

J

155

1984019194-161



O

_, =l ORIGINALPAGE i9

J OF POOR QUALITY
Figure lb. -(d<oVV>Id_)/<oW> for

-. _ _ = 0 and T = 0 as a function of

8'. (A) L = 300 cm,

%_1 o s
(O) L = i000 cm,

_ s
" _.. (O) Ls = 2500 cm.

rl.

: In Fig. 2a, and b _hese results are repeated for <oHH>. It is interesting to note

that the effective filtering of the very large scale spectral components of the rough

surface (0 < k < ks) by the SAR does not significantly change the value of oFQ unless
Ls < 300 cm. As one may expect, the modulation of the scattering cross sections in

' the plane of incidence [d<oVV>/d_[ is strongest for the SAR corresponding to the

narrowest effecLive beam width Ls - 300 em. Except for near-normal incidence the
relative modulation Id<oPQ_/dfll/<oPQ> is larger for the horizontally polarized waves
than foz the vertically po_arlzed waves. The largest relative modulation of the llke

polarized cross sections occurs in the transition region where the contribution to

the cross section due to Bragg scatter becomes larger than the contribution due to
specular point scatter namely at about i0o-15 ° (see Figs. ib and 2b).

_=_ <°HH>,

Figure 2a. for _ = 0 and

- 0 as a function of O'.

• . &® _0, __ Ls " 300 oN, (ID) L - 1000 cm,
im

. (0) Ls 2500 cm.

-4
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iI "+"ORIGINAL PAGE IS Figure 2b. - for
OF POOR QUALITY

_2= 0 and T = 0 as a function of

0'. (4) L - 300 cm,
i o s

.I: ' (O) t, - 1000 cm,

-= (0): _ L ,,.2500 ca.b M. S
I=

8

: _.= ,o.= =.= _.= &= &.= &.= &= -'.= 8o_

5. CONCLUDING REMARKS

The full wave approach is used to determine the scattering cross sections for

arbitrarily oriented resolution cells on random rough surfaces illuminated by
synthetic aperture radars. The purpose of this analysis is to determine the modu-

lation of the llke polarized scattering cross sections as the normal to the cells

-_ tilt in and perpendicular to the plane of incidence. The full wave approach accounts

for shadowing and both specular point scattering as well as Bragg scattering in a

self-conslstent manner. Thus, the scattering cross sections are expressed as
weighted sums of two cross sections. The flr_t cross section is associated with the

filtered surface consisting of the large-scale spectral components of the rough

surface. The second cross section is associated with the surface consisting of the

small-scale spectral components. It can be shown that if the large-scale spectral
components of the surface of the cell are neglected, the second cross section

accounts for first order Bragg scattering and the results are in _greement with

earller published results (Alpers et el., 1981). However, for typical terrain or

sea surfaces, the large-scale spectral components are not negligible.

By using the full wave analysis, the modulation of the llke and cross polarized

cross sections can be determined for all angles of incidence and tilt angles. On

the other hand, first order Bragg scatter theory does not account for backscatterlng

near normal to the surface of the cell (Alpers et al., 1981). The results based on

the two-scale model indicate that the relative modulation of the llke polarized

backscatter cross section is maximum for angles of incidence between I0° and 15°

, (depending on polarization and effective width of the resolution cell, Ls). The
_" analyses based on first order Bragg scatter do not provide these results. 1c is

also shown that as the angle of incidence approaches zero, the modulation of the

scattering cross sections in and perpendlcular to the plane of incidence becomes
: comparable.

- When the normal to the cell is tilted An the direction normal to the plane of

incidence (T # 0), the full wave analysls not only accounts for the change in the

. local an le of incidence 8_ but also takes into account the fact that the local
-- planes of incidence (or 8cetter) are not parallel to the reference planes of

i_ incidence for scatter), namely ,_ " -*_ + O.
Since Alpers et al. (198i_ do not account for the effects of the large scale

spectral components of the surface within the resolution cell the results presented
,=,,, here for the modulation of the like polarized scatterins cross sections near

_, are significantly given by Alpers et i

¢

nortlal incidence different from those 81.

..... ... .....
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TRACKING OCEAN WAVE SPECTRUM FROM SAR IMAGES

A. D. Goldfinger, P. C. Beal, F. M. Monaldo, D. G. Tilley
The Johns Hopkins University/Applied Physics Laboratory

Johns Hopkins Road, Laurel, Maryland 20707, USA
{

ABSTRACT

For several years we have been working on an end-to-end algorithm
for recovery of ocean wave spectral peaks from SAR images. We report
on the progress that has been made, and show that current approaches
are allowing precisions of 1 percent in wa've nummer, and 0.6 deg in
direction.

1. INTRODUCTION

A SAR impage spectrum is a complex product of the actual ocean
wave spectrum, the physics of the scattering process, the SAR instru-
ment, the processing algorithms, and many other effects and param-
eters. From one or more of these spectra, we seek to either recovez
the actual ocean wave energy spectrum or to estimate other derived
parameters of interest, such as the locations of storm sources.

An overall mode_ is shown in Fig. i. The left side shows the
effects that occur in the production of a SAB spectrum. The right
side shows the steps we are undertaking in recovery of information i
from such a spectrum.

Starting from the actual ocean surface, the physics of the micro-
wave scattering process determines a distribution of scattering cross-

section on the sea surface, the so-called "o0 map". The physics of i
this process was the subject of a workshop held at _PL in Octobez 1982.
We will not discuss this further here but instead refer the interested i
reader to Beal (1982).

The a 0 map is viewed by the SAR instrument and three types of i

corruption occur: i

i. Dynamic effects: due to motion of the sea surface, scattered !
energy is defocused and/or displaced in the SAR image. Both i
effects serve to decrease azimuth (along-track) resolution, I
creating a roll-off An the system tran6fer function for i

" energy with high azimuth wave number. This ks described by i
t

Monaldo (1983) and Beal, et al. (1983).

[._ 2. SAR instrument: the impulse response of the SAR instrument _d :ermines a modulatlon tranafer function (MTF), which may !

va.y with time, and certainly is a function of the SAR pro- i

.o_ cessor employed.
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. 3. SpecKle: the coherence of the scattering process results in

constructive or destructive inte£ference of the energy re-

: turned from each resolution c_I. This causes the _mage to

appear speckled. Viewed as an independen_ _rocess, the effect

on image spectra is discussed by Goldfinger (1982). Below,
we show what happens when speckling and MTF are considered

! together.
%

" The final two steps in the production of a SAR spectrum are the

computations involved in SAR processing and calculation of the image

9 _ spectrum. That SAR processor effects are important is demonstrated by
Goldf!nger (1980).

£

Armed with the "raw" image spectrum, we go through the series of

steps shown on the right side to produce the final estimate of the

ocean w_',e energy spectrum or derived parameters. Since the raw spec-

tra are noisy, it is desirable to average sequential spectra and smooth

individua] spectra. Following this, the system _F, which has been

estimated by calibration procedures outlined by Beal, et al. (1981), is
used to correct for the MTF-speckle effects by an algorithm we describe

below. Next, a correction for the dynmmic azimuth roll-off is applied,

as discussed by Monaldo (1983); and further averaging and smoothing are

_ performed, if needed.

_ Finally, the spectral peaks are located, measured, and tracked
• along the pass. The tracking filter to be used can incorporate inde-

pendent parameters such as wave height or win0 velocity in determina-

tion of the appropriate filter gains. More will be said of this below.

If derived data, such as storm source positi_,n, are desired, it

may be necessary to further correct the spectral peak positions for

systematic effects such as bathymetry or currents before performing

whatever computations are necessary, such as backward and forward

extrapolation of --.avevectors.

In presentiD- the above model, we have made the cavalier assump-
tion that the valious effects can be separated. For example, we have

assumed that the dynamic motion effects can be separated from the SAR

instrument and speckling effects. Such assumptions should be regarded

as provisional rather than dogmatic. We expect to test each such -:

assumption in turn, and to combine effects when we find they cannot be

separated.

For example, in our early work, we assumed that the effects of
< MTF and speckle could be treated independently. However, a theore-

tlcal anal_,sis has shown that this ib not true, and hence the two
effects are now combined in the model.

2. PROGRESS ON THE PROBLEM

For several years, we have been attempting to _nderstand the

_._ above end-to-_nd process. Our understanding is still incomplete, butpartlal progress has already been reported in the references. Below,

we report on the current status of several items.

J(' i
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2.1 Scatterin_ Physic§

Although the "transfer function" due to this process is the

_ subject of current controversy (Beal, 1982), we have found it useful
to assume that the relationship between ocean surface slope and radar
cross-section is linear. We do so for two reasons:

a. If the transforma_ion between slope and cross-section were

strongly nonlinear, then the appearance of higher-ordert

harmonics and intermodulation products of the fundamental

ocean frequencies could be expected. Such artifacts have nct

been observed in SAR image spectra gathered in regions of
open water

b. The primary nonlinear aspect of SAR 3cean imagery does not

appear to reside in the slope to radar cross-section trans-

formation but rather in the distortion of the SAR image intro-

duced by the presence o* ocean surface movement. This non-
li _arity, we have shown, can be modeled as a simple resolu-

tion loss in a linear system.

Thus, at present, a linear model is still proving useful for the

ocean surface slope-radar cross-section relationship.

2.2 Dynamic Effects

It is now well established that wave motion at high sea states

causes an azimuth wave number fall-off that tends to rotate the appar-

• ent direction of the spectral peaks toward the range (cross-track)
direction (Monaldo, 1983). Below, we report the progress we have made

in correcting fo." this effect.

2.3 SAR Instrument and Speckle

The effect of coherent speckle on image spectra in a system with

unity transfer function has been treated (Goldfinger, 19S2). If SO(_)

is the spectrum of the o0 map, the mean SAR image spectrum will be:

/dk S O (k) (1)

1

s'(k) = So( ) +

where N is the _. _er of looks. That is, the mean image spectrum has

a bias added that is proportional to the integrated spectral power.

The situation becomes more complex when the system modulation transfer

function (MTF) is added. The speckle and MTF effects cannot be sepa-
':- rated. We have shown that for Gausslan systems:

_. where M is the MTF and C Is a constant. Thus, the spectrum is now

weighted by the MTF, as is the power integral taken in the bias term.
_R4 _

t62
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For non-Gaussian systems, the result is more complex; but analysis of

the SEASAT MTF has shown that it is well approximated by a Ga1"Jsian,
so eq. (2) can be used. Analysis cf the statistics of the individual

spectra shows uhat the assumptions used in derlving eqs. (i) and (2)

are valid (Monaldo, 1983).

2.4 SAR Processins Effects

In Goldfinger (1982) and (1980) we have investigated the effects

of processor signature in determining system MTF, and shown how to

calibrate this aspect of the end-to-end system (Tilley, 1983). We

have shown that the total SAR system must be separately calibrated for

each SAR processor that i-. used. This area is now well enough under-

stood that no further work appears necessary.

2.5 Smoothin@ and Aver___a_n___; S_____ra

In the averaging of spectra, we encounter a trade-off between

averaging more spectra to increase statistical reliability and aver-

aging fewer spectra to examine changes in the ocean spectrum that
occur on small spatial scales. Based upon our observation and analy-

sis of data from pass 1339, which covered a 900 × 100 km region off

the eastern coast of the United States on September 28, 1978, it wa3

found that spectral variations on the scale of 30 to 40 km tended to
be random rather than systematic. Evidence based upon measurement of

the correlation distance of the spectrum tended to confirm that these
small-scale variations were more characteristic of the instrument and

scattering processes than of actual variations of the sea surface.
Accordingly, we chose to smooth spectra with a Gaussian kernal extend-

ing over about 40 km (i.e., for spectra spaced 6.25 km apart, 15

spectra were averaged along-track with a Gaussian weighting kernal of
half width 40 km). This smoothing appeared to be fairly optimal for

pass 1339, in that it revealed the local variability caused by the
Gulf Stream as well as shallow water bottom features. Whether this

will be generally true for other passes remains to be seen.

In addition to along-track averaging, we have usually applied
k-space smoothing to individual spectra. A typical Gaussian smoothing

distance was seven wave n_ber intervals. Again a trade-off between

resolution and statistical reliability occurs. I
i

_ 2.6 Correction for S_ckl__e and MT _ I

_ i Based upon eq. (2), we have determined the following algorithm
-_ for recovering spectra from a SAR image:

a. Estimate MTF by taking the spectrum of a SAR image of a

uniform scene (e.g., a field).

b. Correct the specimen SAR spectra by dividing by MTF and then

subtracting a bias.

The efficacy of this algorithm in regions of low to moderate sea state

has been reported by Beal and Tilley (1980). The spectral peak
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positions so obtained have been shown to be highly consistent with
known storm sources (Monaldo, 1983). The algorithm is thus well

established, except that in cases of high sea state it must be com-

bi_,ed with the procedure for azimuth fall-off correction. In general,

the correction can be applied only out to azimuth wave numbers well

above the neise. The azimuth fall-off problem apparently can be elim-

_. inated only by orbiting very low altitude (_ 250 km) SAR systems.

2.7 Dynamic Correction

We have attempted to correct the azimuth fall-off by using a
linear semi-empirical model. A Gaussian function Jn azimuth wave

number is fit to a region of the spectrum assumed not to contain any

: actual spectral power (i.e., the region of very high wave range number).

The entire spectrum is then divided by this correction factor.

When this is done, the position of the observed spectral peaks

are seen to increase their consistency with known storm sources. Thus,
empirical evidence exists which confirms the value of this approach.

r, However, at this time, the procedure and its limitations are still not

adequately understood theoretically, a situation we hope to improve in
the future.

2.8 Peak Measurement

So far, three algorithms have been used to determine peak posi-
tion:

i. Manual: the spectrum is displayed to an operator who uses

cross hairs and a joystick to subjectively locate the peak.

2. Automatic/Peak: the peak value of the spectrum is selected
automatically.

3. Automated/Cente_r of Gravity: the center of gravity of all
pixels exceeding some fraction of the peak is calculated.

Ideally, when presenting spectra to an operator for manual measurement,

they should be arranged in random sequence. In our initial study,
however, this was not done, and the spectra were presented sequential-

ly. As a result, some "subjective tracking" was performed An obtain-

ing the manual measurements.

At the moment, method 3 appears to be easily feasible, and is at

,_ least as accurate as method 1. Method 2 is most noisy.
%

2.9 Tracking

Most satellite SAR data sets consist of a series of images taken

_'" at roughly the same time along an extended swath of ocean coverage.

Am If the scale of ocean variability is large compared to the separation

,_ of adjacent images, spectral features can be tracked from one frame to
, the next with improved accuracy of location.
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To date, we have applied simple smoothing filters and experimented

with more complex Kalman filters. To construct the latter, we have

represented the system state vector as the following superpositJon:

k(t)_ = k0(t)~ + _ks(h)~ 4 _kc(t ) (3)

in which k is the system state, composed of k n, the actual wave number,
_k , small-scale variations, 6k (t), the occasional jumps due to current~s . . ~c

" boundaries. Statlstlcally, we model k 0 as a random walk, 6k s as a

Gaussian process with exponential autocorrelation, and _k c as a Poisson
process.

In choosing filter parameters, we have used the following recently-
derived information:

a. On a scale of i0 to 20 km, the variability observed in ocean

spectra is due to instrumental or noise effects rather than

systematic variation of the ocean waves. Therefore, tracking

filters that smooth over such distances will not destroy
useful information.

b. The rms errors in spectral peak measurement are dependent u_on
mean wind speed. A simple linear model (a2 = A+BU, where _

is the error in spectral peak measurement an U is wind speed)
has been fit to the data. Therefore, a filter whose gains are

dependent on wind speed or other environmental parameters
would be of value.

t
3. RESULTS SO FAR

Figures 2 and 3 show the results of a typical application of our

end-to-end estimation procedure to the primary spectral peak of pass
1339.

A preliminary analysis of the residuals along the pass shows that

spectral peaks can be measured with a wave number precision of .0003
to .0004 rads/m (i.e., _ 1 percent of mean wave number) and an angular

precisien of 0.6 deg. We emphasize that this is the result of detail-

" ed analysis of a particular wave system over a single pass, and hence,

should not yet be generalized to other passes or circumstances.
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ABSTRACT

The intensity wave-llke patterns observed in Synthetic Aperture Radar

(SAg) are known to be caused by two mechanisms: the microwave radar cross-

sectional amplitude modJlatlon due to tilt and hydrodynamic interaction of the

long ocean waves• and intensity modulation due to the motion of the long ocean

waves. Two-dimension_l closed form expressions of intensity wave patterns

based on ocean wave swell are developed. They illustrate the relative Intpor-

tance of the amplitude and motion modulations; furthermore, they show that

velocity bunching and a distortion due to the phase velocity of the ocean wave

field are independent of the focus adjustment, provided that the second-order

temporal effects are neglected. £econd-order effects are small only over a

limited range of ocean/radar parameters. Future modeling work should con-

' centrate on two-dimenslonal expressions and numerical methods• including _he I

anlsotropy of the amplitude modulation, that will allow quantitatively com-
pared with measurements. *

J

' 1. INTRODUCTION !,

I The interpretation of ocean wave _magery is an area of active research in
i microwave remote sensing of the ocean surface. The principles of Synthetic {

! Aperture Radar (SAR) are well understood for point targets; see, for example, 4

I Raney (1971). However, SAg signatures caused by random and systematic motion
of an extended surface such as the ocean are not as well understood but ere of :

: considerable interest.
j t

To construct a sag image, the radar utilizes the Doppler shift or equlva-

[ lently Its phase history, produced by the u,-,Iform platform velocity, to locate i

targets in the flight direction. If the targets move during the time interval i
" required to form the phase history, then the history is modified and target !

locations differ from the ones expected for stationary targets. Suppose that

an ensemble of targets are moving uniformly in the flight direction; then j

i there is no relative position error between the targets. However, !suppose
!

_ that targets exist Chat are spatially separated in the flight direction w_th
different radial velocity components. The radar then senses the disp)aced J

. Doppler histories in the flipht direction, by a process called "velocity t
bunching." This bunchlng, which is unique to the SAg, can allow the detection

of ocean waves and ocean-current boundaries even when the radar cross section , I
is uniform. However, second-order temporal (quadratic vhase) effects Chat
include the random nature of the surface also called scene coherence and the i

i
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orbital acceleration of the long waves can degrade the wave imaging process
f

ca_sed hy velocity bunching.l

The previous interpretation of ocean wave imagery has usually emphasized

the image formation process along the flight direction, while others have con-

sidered the two orthogonal directions, along the flight and cros_--fllght slant

range directions (see, e.g., Alpers and Rufenach ('979); Jat,_ (1981); Valen-

zuela (1980); Harger (1980); Alpers et al. (19_' • The p,_pose of the present

work Is to extend earlier results to ocear_ _'aves trmveling n an arbitrary

direction and include the motion of temporal amplitude modulation. To

accomplish this generalization, it is necessary to develop a two-dimensions],

analytical expression based on the two mechanisms responsible for wave-llke

patterns in the imagery: (I) the cros_-sectional modulation due to tilt and

_ydrodynamlc effects, also called amplitude modulation or the modulation
transfer function, and (2) the Int=nslty modulation due to ocean wave motions.

The relative importance of amplitude and artificial modulation based on an

arbitrary long ocean wave orientation must be included for quantitative

modeling. Furthermore, for typical ocean/radar parameters, the image for-

mation process is non-llnear except for limited ocean-wave parameters.

Therefore, a closed form expression for this mapping is not usually available)

except for the case when the mapping Is linear. However, a two-dlmenslonal
" description is useful because it gives physical insight even under the above

restrlctlons.

Jain (lq81), and Shuchman and Zelenka (197fl) have made specialized mea-

surements where the maximum image contrast occurs at a focus adjustment dif-

ferent than expected for a stationary surface. SAR Images are brought into

focus at the focal (reference) plane by adjusting the matched filter chirp

rates such that gb =Ab = 0 In Eq. (6). Jaln (19ill) has suggested that thls !

defocus is equal _o rthe azlmutha] component of the long wave phase velocity;

whereas Alpers et al. (1981) h_s suggested that it is the radial component of
the orbital acceleration of long ocean waves that causes thls defocus. The

expressions developed in the present work may help resolve the focus adjust-

meat d_screpancv. Also, we show that tile amplitude modulation, which is not a

focusing phenomenon, can al_o cause distortlons in the inferred ocean wave

field which may be important for slow flying aircraft measurements. Fur_her-

more, the two-dlmenslona] encountered wave-llke patterns are glven in terme of

the apparent ocean wavelength and direction caused by the phase velocity of i

swell which is relevant for both synthetic and real aperture iocean wave

radars. I
)

(

2. SYSTEM MODEL )
i

Suppose that a radar plaLform is moving wlth velocity V along the x direc- I

$

tlon. Furthermore, assume that a point radar scatt¢rer Is located at a range I
•, r on the surface at x, y, and at a range R at midbeam, x - Vt, as illustrated I

_ in Fig. I. The surface elevatlon associated wlth the wave field Is )
i !

, !
i

[

!
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Figure 1. Artist's concept of radar/ocea_ geometry; O is the anFie of inci- i
dence, # is the azimuth angle betweenk the long ocea. vet'.- _ve number
and the flight direction and 8 Is antenna bean_Jidth. _ ,.:_. it _f ,:he !
long waves is traveling in the same direction as the {,'_ ,.recticm; l
i.e., i # 90". i

I
i

t

I #

"! _(x,y,t) = _ {11 c°s(kxnX + kynY wnt) (1) '

Li °-, Iwhere the ocean vavenumbers xn' k are the components slon_ the x- and j

{4 y-dl.rectlons, respectlvely, _n cos Cn' sin in, and kn = I
I/_ 2 + k 2_ xn " n ky - kn I
xn yn I

The complex amplitude si_nsI back¢cattered from the ocean surface depends i

on the reflectlvlty properties of t_e surface Includlng the time dependence of 1
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the amplitude =odulstIon due to the long ocean waves. The complex amplitude
;, received at the ptatform based on a point scatterer, following Hasselmann

(198o), is

+ -l(brt 2 + br x2)
dA(t,r) = C(x - Vt,y) E(T-._') • a(x,y,t, dxdy (2)

.o

where G is a factor that includes the antenna-weighting function E(T) is the
pulse-welghr_ng function, b is the azimuth chirp rate, b is the range chirpx

, rata, and a(x,y,t) is the complex amplitude reflectlvttyf The dependence of
- A(t,z) on T (fast time) is used in processing to determine the slant range-r

positions of the _,catterlng element; the Doppler signature is related to the
platform velocity and sIo_ variability of the reflective surface through t
(slow t_me) to infer the aximuthal x-position of the scattering element.

The received signal is compared with a reference signal in the processor
which is also called a matched filter representeo here by h(t,x). The two-
dimensional convolution whose output is the image complex amplitude for a
polnt scatterer is

a(t-t', T-T') " _f A(tl-t TI-t ) h(t'-t[, r'-T I) dtldT I . (3)

Ba_Kscattered _crowave signals from the rough sea surface are described
by a two-scale Bragg scattering model first introduced by Wright (1968) ar, d
8ass et el. (1968). This _od61 is consistent with wavelike amplltude pat:erns
observed in i_gtng radar, proplded that the radar resolution Is _maller than
the long ocean wavelength. Initially, thls amplitude _dulatton was explained

"- by the geometric tilting of the long ecean waves in a local reference plane.
Some years later, after more complete analysis, it was shown that the strain-
Ing of the short (say I-I00 cml waves by the l_ng waves a_so influenced the
modulation. This straining, also called hydrodynamic interaction, causes an
asyumetrical distribution of the short waves with respect to the long waves
(Keller and Wright, 1975).

An extension of the previoua S_R ra_-ults, which shows that the amplitude
modulat!un is de_endeat on the _tch filtering, is Qore easily accomplished by
restricting the _del to ocean wave zwell, which to a first approxi_tion can t
b_ r_presented by a slnuaoldal long ocean _ave. ¢hla elmplifies Eq. (I) to i

+ one Fourier component, ¢(x,y,t) - ¢o coS(_x x _ _y.y - _¢). Therefore the i
__ colplex amplitude reflactlvlty can he approxlsatad by

!

+. .(..,.t) , [1+ ooa(• + -

where m 1_ the complex Mplitude sodulztton index caused by the long ocean
waves, _ is the phase pertnrbatlons caused by the orbltal awtlon, and the hat

"" "-" Indlcates long ocean wave psrumter. For the present sods1 the scene
A coherence Is neglected. The reader tntetestsd In th_s coherence is referred

to Raney (1980), gufermch _ad A_pers (1981), _nd LysenKs and Shuchsmn (t983).
The phase perturhetlon .:an usually be approxLmted by

t
[
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_ 2ko(Urt + ar/2 t 2) , (5)

where k is the radar wave,umber, and _ and _a are _ d_a] rnmpnnents nf ther r

orbital :loci_y and accel ation of the long waves, respectively. The amp[i-

_x 2rude modulation index can be approximated by m = mo_ ° + based on ocean

2

, Y
wave swell where m is the modulation transfer function given by others (see,o

e.g., Keller and Wright, 1975); ann dependent on ocean/radar parameters. For

example, suppose the long ocean waves are traveling along the radar look

dlrectlon (range traveling waves) and the receiving and transmitting antennaq

are horizontally polarized then m - _{tan8 + ct: g) or vertically polarizedo

m --2 31n 20/(1 + sin20) + 4 ctn0 (Rufenach et al., 1983).
o

The image is brought into focus In a reference plane by adJustlag the

quadratic phase of the matched filter. In practice, thls focus adjustment is

usually achieved on an optical prc _sor by adjustments of the focal length

between the platfoLm and a stationary reference surface. Therefore the
matched ftltr'r is given by

-- t b !i(b t 2 + 2)
h(t,_) = e x r , (6)

' and b ' may dlfter from the received ,.,_i-,,where .he refere:ce chirp rates bx r

rates b x = ko V2/R and br = 2Br/"r by the dlfferentlel rate Abx = 5x' - bx a.'d
Ab = b ' - b • The received envelope of the chirp signal is related to ther r r

azimuthal bandwidth Bx = b T /2 and range bandwidth _ = brTr/2 wi_er_ _ T andx g r g
T are the azimuth integration time and the rf pulse duration, respectively.
r

The "_nr'nslty modulation based on a point scattprer riding an ocean swell

and assuming a Gausslan antenna weighting

2 _2__
- exp[- (t'-t. (7> "

X r

is obtained by substi_utlng Eqs. (2), (4), and t6) Into Eq. L3) based or. the i

high radar wavenumber limit (k �_),and assuming m << l. Followi=g Rufenach l

and All_rs (1981), and Hasse_mann (1980) for tempcral-to-epatlal coordlna_e

transforaatlon and uslr.g stralghtforward but tedious mathematlcs, !

i
i

I
|

,,B
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&b Ab

(1 + x ^' _rr);Al2 = _ _--)(l + _-_) T2T2×r [l + _ cos(kxX + ]
, X r

; ABx 2 R u')2 (_)2(1 + _b_r)(r'-r)2] (8)" , exp[- (_....)2 (1 + --_ --) (x'-x + _ -
Px x r _r r

. A! ^

where k = k (I xx x V ) is the apparent long ocean wavenumber,

c t_ " = velocity of light

nV

and Px = _ B- '
x

c

; Pr = _ "- ,
r

A

U^, r
and u =

r Ab "
X

l+--
b
x

The high wavenumber limit is taken with the azimuth antenna diameter constant

which means that the integration time is sufficiently small that all quadratic

phase effects such as orbital acceleration can be neglected. The above

expressions apply for an image whose azimuth scale is equal to the radar

antenna beamwidth. Equation (8) illustrates that the amplitude modulation

field as measured in radar images can be distorted from the actual wave field

on the ocean surface. This distortion occurs only along the flight direction.

Furthermore, this distortion Is not caused by a quadratic phase effect. In-

deed, the type of distortion in Eq. (8) is most important for slow flying

aircraft when the long ocean waves are traveling along the fllght direction,

relevant for both synthetic aperture and real aperture radars. Equation (8)

shows the dependence of amplitude modulation on image formation based on a

< point scatterer riding on a monochromatic ocean wave swell.

The image response based on a distributed surface such as the ocean is

obtained by summing all the elementary point scatterer contributions:

I(x',r') = ff IAI2 dxdr . (9)

i sing the assumptions of Alpers and Rufenach (1979) namely

*" C b
t
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" r

_, Ur aa,l [1 + V_--[R du ,

not varying much within a resolution cell we obtain

./4 T2T 2 Ab Ab

l(x' r') x r x r " ^
• = ^, (I +_---)(I + _---)!I + msar cos(kxX' + k r')] (I0)rdu x r

R r
• i1 + 7 d-_-I

2 2

where m = m exp[- I (_'×2 Px _2 Pr

sar -- AD + r --bSbr)2)]"4"2 (I + ___)2 (I +
X r

^

du
R r

Furthermore, if _---<< I then Eq. (I0) simplifies to
X

d, ^

R r "' ' r')] (11)I(x',r') - K(l V d )[I + msar c°s(kxX + kr
X

Ab Ab

K = ./4 T2 T2(I- + _-_--_](I+--_--L_or in terms of ocean wave swellwhere
X r D'' D"

X r
parameters

v

cosCk,,,+kr,)+I;,.,,arlcos(kxX'+k r' +6)] (12):(x',r')-K[I+_o x r . r

• !

= R/V _o _ _ _in2e sin2¢ + c°s2e is the amplitude of the velocity 'where no x

x 2 _ '_bunching, l:sarl-_%%- + 2"provlded the radar resolution filtering of

the long waves is neglected, andY6 Is the phase angle of the amplitude modula-
tion. For tilt modulation _ - .'./2, w_tch means that the surface elevation is
90 ° out of phase with the amplitude modulation, E:uattons (10) and (11) show
that wave-llke patterns in the image caused by ocean wave swell are due to two
mechan!sms: velocity bunching and amplitude modulation. These equations hold

only ove_ a narrow range of ocean/radar parameters since quadratic effects
such as oroital acceleration have been neglected. However, they do illustrate
the relative importance of the real and artificial modulations. The amplitude
modulatl,;n is the factor within the square brackets in gqs. (I0) and (11).
gquatlcn (II) and (12) are linear expressions relating the wave field to the

image Incenslty modulation.

The Synthetic Aperture Radar is generally considered to be a sensor that
can measure the dominant ocean wavelength and direction. Under certain
limited conditions, significant distortions can occur in both the observed
wavelengt,1 and direction. Using Eq. (I0) or (11) gives

175 _'_
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^! ^ ^

k = k - m/V (12)
X X

^! ^

k = k (13)
Y Y

where primed parameters indicate apparent parameters, whereas the unprimed

parameters refer to the actual wavefield. Therefore, the apparent wavelength
is

^ ^

_, ^ Wk
= _ II V xl (14)

^

^! ^ _ k

where % = 2_/k' and k = ___E_x
COS _ '

and the apparent direction is

¢' = tan [ ] • (15)

" cos_ +
: V

A
As an example consider two cases in whlch deep water swell with _ = 250 m is

{ traveling along and opposite to the sensor flight direction. Suppose further

that the sensor is a slow-flying aircraft with V - I00 m/s. The phase velo-

city is _/_ = 20 m/s which gives _' _ 250 (I + 0.2) = 200, 300 m. Thisx

c illustrates that significant distortion can be due to other than non-llnear
effects under certain conditions. However, it should be noted that non-

linearities, caused by orbital acceleration are likely to dominate on most
occasions,

3. DISCUSSION AND SUMMARY

r

The wave-ICke patterns observed in SAR imagery are caused by two mecha- _

nisms: (i) the radar cross-sectional (amplitude) modulation due to tilt and !
i

hydrodynamic modulation by tlle long ocean waves and (2) intensity modulation i
due to the motion of the ocean surface which is unique to SAR. The motion-

induced modulation can be separated into modulation enhancement and degrada-
i tlon due to the systematic orbital acceleration of the long waves and the )
J

i degradation of the modulation due to the stochastic character of the wind

i waves. The radar amplitude modulation is dominant for ocean waves traveling i
perpendicular to the flight direction whereas the motlon-lnduced modulation

1 may dominate when ocean waves are traveling along tileflight direction.

Determination of the relative i_aportance of these underlying mechanisms is
'i I

essential to a complete understanding of the radar interaction with the ocean t
waves and the modeling of SAR wavelike patterns; for example, see, Lyzenga et t
al., 1984. Interest in the different mechanisms has increased in recent years
since it is difficult to separate them except for the soectal case when the I

waves are traveling exactly perpendicular to the flight direction (range i
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waves). For this case, motions on the surface are negligible. Most of the
theoretical work has emphasized the modulation due to ocean wave motion and

its associated non-llnearitles. A two-dlmenslonal closed form expression is

not available except over a limited range of ocean/radar parameters. This has
led some workers to consider Monte Carlo numerical methods to model the image-

formation process (Alpers, 1983). Two-dlmenslonal expressions have been deve-

loped which are valid over a limited range of ocean/radar parameters. Indeed

in this limited range, the Monte Carlo results that required numerical com-

putation could be compared with closed form results such as Eqs. (10) and
(11).

Equations (10) and (II) include the effects of both radar amplitude _nd

velocity bunching modulation. These equations show the following salient

features: (1) Velocity bunching is independent of focus adjustment, provided

• that the quadratic phase is negligibly small which normally means short

integration times; however, focus adjustment will degrade the image in the

same manner as in a stationary scene, and (2) Ocean wave field distortion

caused by the motion of the wave field (phase velocity of the long waves)

relative to the platform velocity is independent of focus adjustment, again
.-- provided that the quadratic phase is negligibly small. These conclusions are

: in disagreement with Jaln (1981), who claims that the focus adjustment is
equal to the azimuth component of the long wave phase velocity. Furthermore,

"t the dependence of the focus adjustment on orbital acceleration as suggested by

Alpers et el. (1981), is not relevant since these expressions are not valld
when the orbital acceleration is important.

It is recommended that future work continue to emphasize development of

quantitative two-dlmenslonal models whlch give the relative importance of

_ amplitude and motion modulation for any arbitrary orientation of the ocean
wave field. Furthermore, the anlsotropy of the amplitude modulation must be

included in order to quantify this modulation.
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OCEAN WAVES AND TURBULENCE AS OBSERVED WITH AN ADAPTIVE COHERENT _"

MULTIFREQUENCY RADAR

N84 27279
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P.O. Box 25, N-2007 Kjeller, Norway

ABSTRACT

An adaptive coherent multifrequency radar system has be_n developed for several app-

lications. By means of this, the velocity distribution (Doppler spectrum) and spec-

tral inte,.sity of 15 different irregularity scales (waves and turbulence) can he

measured simultaneously. Changing the azimuth angle of the antenn_ at regular inter-

vals, the directivity of the wave/turbulence pattern on the sea surface c_n also be
studied.

Using this radar system, series of measurements for different air/sea conditions have

been carried out from a coast-based platform in Southern Norway. Experiments in the

Atlantic were also performed with the same equipment making use of the NASA Electra
aircraft.

There are many air/sea phenomena which play a role in relation to backscattering of

radio waves in the microwave region: gravity waves "modulate" the capillary wave

structure, overturning wave crests produce focussing effects and also periodic regions

of strong turbulence, the boundary layer wind field with strong turbulence amplified

by the ocean waves will conceivably leave a patchy and even periodic footprint on the
sea surface.

By virtue of the fact that our multifrequency radar allows us to measure the velocity

distribution ("coherent and incoherent component") associated with 15 different ocean

irregularity scales simultaneously in a directional manner, it is possible to study

the different air/sea mechanisms in some degree of detail.

1 INTRODUCTION

Radio methods have a substantial potential in the study of the irregularity structure '
of the sea surface for several reasons:

- They provide a rather unique possibility to measure the directional wave spectra

with good directional resolution

- By means of a multifrequency radio method wavelength and wave velocity can be mea-

sured independently

- It is also possible to distinguish between coherent wave motion and incoherent

motion (turbulence)

We shall present a detailed theoretical and experimental study of the sea surface.

We shall in particular demonstrate that a microwave illuminator can be tailored so

as to optimize the coupling between electromagnetic waves and ocean waves.

There are three different problem areas:

A. One must obtain an understanding in regard to the coupling mechanisms between the
electromagnetic waves on the one hand, and the sea surface on the other.

179

"19840]9]94-]85



B. Having established information about the sea surface as a scattering surface for

radio waves (the delay function f(_,t) or the spectrum E(K,_)), it remains to

establish the relationship between this "description domain of the radio scien-

tist" and that of the ocean scientist, who want information about most signifi-

cant wave-height, wave-height spectra etc.

To convert from scattering cross-section to wave-height one needs information

about how gravity waves and other large scale phenomena affect the small scale

phenomena (capillary waves) which are comparable with the wavelength of the radio

field and which are responsible for the scattering.

C. One needs an understanding of the fundamental hydrodynamic mechanisms.

In the current contribution we shall confine ourselves to problem area A. the inter-

action between electromagnetic waves and an irregular ocean surface. (See also

Gjessing, Hjelmstad, Lund (1984)).

2 SCATTERING FROM A ROUGH SURFACE

2.1 A summary of basic theory

In recent contributions (Gjessing, 1981 a and b), a somewhat detailed discussion was

presented of the properties of the electromagnetic field scattered from a rough sur-
- face.

The basic scattering equation can be expressed as

e_3_._
_ r

E (K,t) - f (r,t) d3r (2.1)s

K = k j - ks and !_. = _- sin 8/2

is wavelength and 8 scattering angle.

In order to obtain backscatter from a scattering surface, the2_urface must have a
structure, regular or irregular, containing scale sizes L = -- = I/2.K

Referring again to equation (2.1), r is a position vector, t is time and f(r) is the

delay function characterizing the surface. This complex function tells us how the <

scattering elements contributing to the "bulk scattering cross-sectlon _" are dlsuri-

buted spatially.

• +

Resolving r and K into orthogonal coordinates in the horizontal plane

_, _ -JKzZ

E(_) - { f f(z) e dz} 6(KxX) (2.2)

where 6 denotes a Dirac delta function.

" ' The scattered field E(K) vanishes unless Kx is zero. Hence, E(_) = 0 unless K

is normal to the wave crest.

Let us assume that we illuminate the sea surface with a beam whose width is limitedso as to cut out a section D of the ocean wave front (see figure I).
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Figure 1 The geometry of the trunca- Figure 2 The angular resolution of our

: tion (convolution) process radar varies with ocean wave-

-I ._. length. As the ocean wave-_ = tan (_) length decreases, the resolution

: approaches that of the antenna
beamwidth.

In this case E(K x) will be of a sine form instead of the Dirac delta function

when approximating the antenna beam function to a rectangular distribution.

Thus, if D be the width of the tcuncation influencing f(x), and K = --- be the

wavenumber cf the one-dimensional ueiay function f(z), (L is the ocean w_:_length)

then the angular width (angle between nulls) 2e of the E(K x) functioi_ is
(

L
2_ = -- (2.3)D

This is a relationship well known from antenna theory. The beamwidth 2e (azimuth

resolution) is determined by the antenna aperture D expressed in wavelengths L.

(See figure i). .:

This is "llustrated in figure 2 and w_rified experimentally in figure 13.

Z , The radar antenna is illuminating a range interval B measured along the _irection l

- } of wave propagation. This leads to a trnn_ation of the delay function f(r). Then

6F_ = 0.16 _ for an exponential function (Gjessing 195!b).
_, B I

We shall now suggest a simple mathematical model based on basic and rather intuitive !I
-I- i physical arguments to provide a simple way of assessing the experimental findings.

-!_ We _ssume that long ocean waves (wavenumber approaching cut-off Ko) are unidirection- I
al. The higher the wavenumber, the larger Js the angular spread. For waves in the i
wavenumber r_gion above Ks, the irregularity structure is isotroplc. We therefore

write the complex irregularity spectrum simply as I

z(_) z(l_l,o)
)s '

" '' """.... _lli.,,i=,i-.,i,=i,_,,,,,, o .--.. . .
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-k

_F_= C C05_

Figure 3 Complex wave spectrum cal- Figure 4 Scattering from turbulent

culated from the simple irregularities caused by the

model presented "footprint" of a local wind
-" 27 -i field interacting with the

K =0 , K =_m
o s 5 wave structure of the sea

where s, the planeness parameter, is expressed as

- K s- K
S --

K - K
O

where ko is the wavenumber corresponding to the short wavenumber cut-off, and KJ s
is the wavenumber at which the ocean surface structure b_comes "random" and iso-

- tropic with no prevailing wave direction.

: A local wind field may through shear mechanisms break up the coherency of the ocean

wave ridge. The effect of this is to widen the angular distribution of the back-

scattered radar wave considerably, as illustrated in figure 4.

Here we have obtained that the wave crests and troughs are broken up by turbulence

and wave backing phenomena such that there is no "phase matching" between radio wave

and ocean wave over the illuml_ated area contrary to the coherent case depicted in

figure i.

Thus, when turning the ant3nnas on azimuth angle B, the radio wave sees a dominat-

ing ocean irregularity scale which is increased from L when B-0 to

. t L

L8 = cos B
t

I This is illustrated in flqure 4. Note that for certain values of K (and the cor-

_ responding AF) the back-scattered radio signal will increase with increasing azimuthangle symmetrically on either side of the B-O direction. For experimental verlfl-

_/ cation, the reader is r_ferred to figures ii and 13.

"T It is well known from turbulence theory that the nearness of a rough boundary such

as the sea surface results in a low wavenumber suppression of the turbulence field
1
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and also to anisotropy (see e.g. H Panovsky 1960). (Modulation of the sea surface

by the wind turbulence, anisotropic irregularity structure on the sea surface withan axis of symmetry determined by the direction of the local mean wind (Gjessing
1962). )

2.2 The multifrequency radar principle, frequency difference matching

Up to this point we have Leen dealing with electromagnetic waves having wavelengths

which are comparable with the irregularity scale of the scattering surface.

We shall now investigate what information we can derive by matching some beat pa'

terns (difference frequency) to the irregularity scales of the sea surface. Fig,-. 5

illustrates the physics of the problem.

For this AK matching scheme to work (see

_Li__,] e.g. Plant 1977), the scattering surface

obviously must have irregularities which

contribute to the delay function f(z)

for scales corresponding to the difference
• ' / WAVlLUlm*.OF

_/_ / / / ,,,,,,,cv wavenum_r AK. If the gravity wave struc-

" /_,_h_. / , __ / ture shows up in the delay function f(z)
•¥_i_,.._n. / / _" / i.

/ /-_m_/_o,_ / / / / e. if the spectrum of f(z) has Fourier

/ / /__ // / / com]monents matching the wavenumber AK, we

_k/_ /_ __ A / wgulC experience a radar return at the beat
,. i _ _v ... ___ k/ _- frequency 6_ = oAK.
& ; ' _ WAVILIliTH OF _Z

J ICHOWAV[ FRFOU|H¢_ f

' There are many ostensible explanations for
d this "modulation" of the small scale strut-

; I J N_J_,u_cv,0,0, ture (to which the wavenumber K is matched)

]K/ _/ _ __ is matched). (See e.g. Plant 1977, Plant

' z and Schuler 1980).
k

Figure 5 The interaction of electro- It is well known that the scautering cross-

magnetic waves with the sea section of a surface increases with inci-

surface dence angle. From a slnusoidal gravity

wave we shall get maximum low angle return

at the point of maximum slope. The turbu-

lent intensity is governed by damping factors such as shear forces (Lumley 1969).

Orbital motion within the wave structure changes the velocity shear periodically in

phas,: with the gravity wave. Shadowing effects may enhance the patchiness of the

radar illumination. Breaking waves and white capping resulting from the local wind

fieJd etc complicates the issue still further.

Having presented intuitive arguments based on physical Interpretatlons, now le_ us

de,Jcribe the principle of the multifrequoncy radar mathematically.

We start with the simple and general expr_sslon given earlier

v

and we compute the covariance _ (_) • *E (Ke&K) obtaining

• -j_x.z • e-ju_" d3; (2.5) ,
I

R(r) is the complex autocorrelation of the delay function f(z). The phase factor I

- fzRIGINALPAGE It 18 3 L
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-jAK.z)
of the autocorrelation function (the term e ) is rapidly o_._cillating with

AK since the space coordinate z is large.

-jKr
The factor e represents the modulation of the spat1_ ] autocorrelation f,,inction

by the radar carr._er. Hut as the radar wavelength (5 c,n) _s orders of mag:litude

smaller than the scales of interest on the sea suTface, this L'_tor will not affect

the measured sea-surface signature beca.se _he ipdividual scattei.'rs ,love independ-

ently such that the effect of the rapidly rotatlng phase factor wil_ be averaged out.

This can also be argued for mathematically by noting that the integral is _f the
form of a Fourier integral which is symmetrical with respect to K and AK. Taking

K and r as the Fourier pair of variables, and making use of the fact that the

Fourier transform of a product is equal to the convo) ution of the Fourier transfcrm

of each factor, the integral converges to

-jAKr e-jKr _ +I e d3r= **(K-AK)
= ¢ (AK) (2.6)

wher,.* _ denotes convolution and 6 is Dirac's delta function. _(AK) is ;he wave-

nun_er spectrum which again is the Fourier transform of the spatial autocorrelation

function R (_) .

As K _> AK, the term #(K) will vanish because K assumptionally is greater than

: the scattering medium cut-off wavenumber. ._s an example, note that if K__ = i000,

¢(K)/_(AK) = 106 for a rectangular distribution of scattering elements. AK
1

NormaJ!zing this expression, we get the following familiar expression for a given

; fixed mcnostatic transmitter/receiver position i
•_,_ .Au

E" (_) E (_>+A_) -J-6-z -J-6--r
= .... (2.7)

C e / R(r) e d3r

where A is a normalizing factor of the form S R(r) dr.

!

Equation (2.7) states that th,a envelope of the complex correlation in the frequency ..

domain of waves scattered back from a surface is given by the autocorrelation func- _
tion R(r) characterizing the surface.

t

2.3 The motion _attern of the sea surface .,

I

In the section above, we have shown that frequency components with mutual frequency
spacing F couple to irregularity scale sizes AL - -- i

2AF " i
We have already observed that the irregularity structure (the delay function) of the

; sea surface IS determined by several mechanisms. Gravity waves are well behaved,

and propagate at a velocity i
I

A' i

v = ¢ 2_ (2.8) !

i

I where L is the wavelength, li

Since the Doppler shift produced by a scatterer at velocity _ is given by

f==- K.v|

^"2..__'-'.i_l._ ORDINAL PAGE m
! lib (2.9)
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i. giving

f = / wc (2.10)

We select a given _F 1 (which is the same as _electing a given irregularity scale

LI), and we measure how the frequency covarian:e function

{ R(AFI,t) = V(F,t) V ((F+_FI),t)

_ is varying with time t. We then compute the power spectrum of the frequency covari-

ance function K_FIt).

If then the ordered gravity waves dominate over the incoherent velocity components

which ride on the gravity waves, we would expect the Doppler spectrum to have a

* maximum at the frequency correspcnding to the d persion relation of gravity waves

(eq (2.10) above), and we would expect a Doppler broadening determined by the velo-

city spread 6V.

$
3 EXPERIMENTAL RESULTS

The adaptive multifrequency radar system developed by the authors' organization has

been used for several applications: ship and aircraft identification, measurement

of sea surface from a ground-based station and from an aircraft. A brief highlight-

'| ing of results rela_d tu the sea surface will now be given.

i[ 3. I Directional ocean wave spectra observed from the NASA Electra aircraft

Illuminating the sea surface by a fixed 14° beamwidth side-looking _ntenna pointing
._ I0° downwards relative to the horizontal plane, the ocean wave spectra were deter-
' mined for various azimuth directions and for 15 different ocean wavelengths in the

' interval from some i% m (couples to _F = 8 MHz) to 300 m (corresponding to _F -

i_ V(F,t)I/2MHz)6V (F+dF,t)F°reaChwasfrequenCYcomputed.separationAF the frequency covarlance function
i

i The NASA Electra operated north-east of Wallops Flight Facility (38.49.2 N - 74.24 W)

_ at an altitude of 12 000 ft, January 20, 1983, time 2203Z.

i Banking the aircraft I0 ° so that the _._tennas were pointing at a depression angle of i20O, the aircraft completed a 360 ° circle. In this way the antenna was illuminating _:
\

! essentially the lame area on the sea surface at all azimuth dlcectlons. _,e longltu-

I dlna' dimension of the footprint is approximately 5600 m, whereas the transvers_ d_
i

' menslon is approximately 2000 m. i
J

Flying In a closed circle, the frequency covariance function V(F) V°(F+AF) was

c_mputad for 15 dlfferent values of _ for all azimuth angles. The results are

shown in figure 6. Note that the Eragg angle is clearly visible for the longer wave- }

lengths (215 - 88 m)

f

I In terms of atrcrlft altitude H, depression angle o and antenna beamwldth 6B weget the following expression for the Bragg angle

i

B - _S

t_
sin G

This is presented In figure 7. Note the good agreement between theory and exper£men- [

185
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re,l., • , , , _m Im .as, m, .

r ...... -._-. ,'., " 2 ]" ' ,_

¢ L .... •....... *' .... , 3'

• , " " ' /, ./EXPERIMENTAL

r_ .... _ ........ .lqll. 3244-- _ THEORETICAL

Ilkm.... _--' , ' ," ___

_d Ill

" L.

-' _!-'-:*"**'" . ,w Figure 7 The measure-.ent of Bragg angle
• _ L- is compared with theory. Note• ,...... d

" " that the aircraf* altitude is

, " 12 000 ft, depression angle 30 °--- and beamwidth 14 O.
I_ ._-_ .-_

_ ........ WAVE DIRECTION : 331.0 DEG
........... "" VARIANCE OF DIRECTION ESTIMATE : 0.1 DEG

p-"',"_ ._, .... II

___,__.... ( WA.mRE_.ON{_,:!,!Im '
"1"T _

........ ..=._ _ _ • ., _.

POSITION: 31.41, 2 N
- ?4.24 W

DATi" JAN 20TH 19113
TIMi 22.03 Z

_, Figure 6 320 ALTITUDE: 12 IIM °

' " : _" : : ,L I1 2 3 /, 5 6 7 o 9
,- The aircraft flew in a closed FREOUENCY SEPARATION (MHz)

circle pointing the antennas _ _ _ 321.5_ 2{7 18.5_2
3O° down from 12 00O ft.

--_he OCEAN WAVELENGTH (m) AT 300 ANTENNA DEPRE_ION ANGLE
covariance function V(F)V (F+_F)

is shown for 15 different

"["_JII values of _F. Figure 8 Wave direction plotted as a
fun_,-ion of wavelength
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!' Noting the two azimuth angles ccrres O-F POOR QUALITY

ponding to destructive interference __ o_d, [__,

on either side of the wave direction,

this can be determined with great ""

precision as shown in figure 8.

-V-2 1_ -._.2 63 -_'3 S .._-4 .%F-4411Nx

Finally, for an azimuth direction cor-

_'_ responding to that of the propagation I _ I __[J

direction of the ocean waves, the dis- ._,
tribution with wavelength of the

: scattering cross-section is computed.
.;L J - •

" This is shown in figure 9. Note that 0__;_ 0'0'__'........ 0_0,,.,

two wavelengths dominate, 130 m and _.4ai _.a,s _,.,s u-a4m,
16 m.

" 700-

t

" f< :
" NORMALIZEDCORRELATIONVIFIVIF-AF) J _ _o-
.. _ ,*._-. WAVEINTEIISITY t

"" _ _ THEORETICAL/_ o,

" _ i RELATION_ /_ --

", /, 0__431 !

:" ]00.

3 o
20o.

- _ POSITION: 3L4|o2N
- 74.24W - _ o

' _ 1. 0ATE: JAN20TH1113 ; _ _ ;. _ J _ _ 9FREQUENCYSEPARATION |MHI)

TIME: 22.03Z 4o ?_ ",_ r}s )_ 2's 21_,_
"_ ALTITUDE: 12 0_ I OCEAN WAVELEdIGTR (m) i

ANTENNAPOINTINGANGLE: 330OEG !

! 0 I 2 3 I. 5 6 7 8, : : ; ' ' • I ! _ Figure i0 Spectra of wavelength and wave _"

t FREOUEIICYSEPARATION(MHz) _ wave-
velocity. Note that

l I I t I I I |
; 130 65 &3 325 26 217 185 E2 lengths shorter than that cor-

'_ OCE%NWAVELENGTH(m)AT30°oEPREuIONANGL| responding to the spectral

peak move at constant velocity.
This is not the case for longer

" Figure 9 There are two dominating scales. The results are from

wavelengths, 130 m and Langesund 12 March 81 at 1030

18 m. local time, the azimuth direc-

tion being 135 °.

|

3.2 Directional spectra obtained from @round-based station on a cliff

The complex field strength was recorded over a period of some ,2 minutes before the

azimuth angle was changed, thus obtaining a plot of power spectral density and

Doppler spectrum as a function of frequency separation (ocean wavelength). A typi-
cal result is shown in figure I0.
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First, consider the results obtained on March 12, 1981 (1010 - 1235 local time).

• The weather and sea state can be characterized as follows:

- Wind direction 90 ° (East)

= - Wind speed approximately 8 m/s

- Wave height 1.4 m peak to peak

- Waverlder gives maximum wave height for f = 0.225 Hz

- Wind decreasing at noon, turning northerly. Wave height reduces to 1 m peak to

+ peak, choppy sea

+ Figure 12 shows the wave intensity for a particular azimuth direction and also the

Doppler spectra associated with various scale sizes. Note the very well defined

spectral peak in the intensity versus wavelength distribution. Note also that the

Doppler frequency is in very good agreement with the theoretical dispersion rela-

tion. There seems to be a slight, but consistent, displacement to higher Doppler

frequenc¢. This is a result of an inward current.

.- Finally, in figure ii, we present the

gO" COHEREIOT gO" IIICONEflE.T two-dimensional irregularity spectrum

; l_WlmO _ \ summing up che description of the sea-

" _t _ /_ / I,_-_x_ '_ surface structure. Here we have plot-

ted the isolines of spectral intensity,

_'_ _7tt| _/_ I / __ _ or mor_ specifically the quantity
: _,+_!, V(F) V (F+AF)/V(F) 2, in the Kx- _

,0 , plane. This presentation should be

_,li+l__ ___// compared with those of figures 2, 3:_ , and 4. Note also that the i%olines

_ _ I_'I _k_ _-_/ of spectral intensity _._K) are ob-

o,_] ,_• _- _, , , i._-_. , , + : _ u tained directly from a set of one-, ; J • _ I 'P i z * 6 I
,._E,.,_._ ,._,--_,_--, dimensional spectra such as those

OCI:ANWAVEL|IIGTNend OCtAl WAVELEIGTNIn,) shown in figure i0.
M--

j g_,_f COHERENT :_ IqcoMERENT AS will be seen, we dist+ .guish bet-

_ , ween coherent and incoherent compo-
_. , nents. With "coherent component" we
,. refer to the dominant Doppler spectral

_'_ line caused by the "coherent" gravity _ '"

_._,' wave (f - ).--V _C
0 #aj4 !

_ ; + _ : + _ ; + ; _ s : _ _ +"_ The incoherent component is the "resi-

: _ * _ _, _ * _, ;_ • _ _ ,_ _ * _, _ due intensity" of the Doppler spectrum
_: O¢|AII WAVELENGTH(lee) OC|AIIWAVIEL|IIOTN(11)
+ (the contribution from the skirts) '

j obtained when the coherent contribu-
Figure ii Isolines of spectral intensity tion wave is subtracted. It can be

_(_K) in the Kx-_ plane, visualized as all the random turbulen_
Note the effect of changes in velocity contributions outside the

i wind direction on the coherent short velocity interval dominated byirregularity spectrum. Note the gravity wave. Note, _owever, that

that the upper set of maps was although the veloclty of the scatterers

obtained on 12 March 1981, vary widely as seen e.g. from figure i0,

' I010 to 1135 local time, where- the difference frequency _F selects a

as the lower set refers to the narrower range of irregularity scales

situation during the time in- centered round the scale size L given
terval 1135 to 1235. by

18 8 +'+++_+

®,
-- _ .-._ ..., ,,., --+ ,+"_'+IL_ ,u+_ gl ..... + -- ++-+ ++;--+
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If these weak incoherent irregularities were entirely due to the local wind field,

one would expect the local wind direction to provide an axis ot symmetry. Unfortun-

ately, the antenna systems were not flexible enough to be turned beyond the east
direction (8 = 90° ). It is therefore difficult to establish such a symmetry. The

coherent contribution, however, has a pronounced axis of symmetry determined by the

direction of the most energetic ocean wave. We see that the angular distribution is

far from cos28 distributed, long waves are more plane than the shorter ones, as sug-

gested in figure 3.

The lower set of directional spectra in figure ii gives the situation one hour later

when the wind has turned from east towards north. We see that the most energetic

waves (the "eye" of the isoplot chart) have not changed direction, whereas the shor-
ter scales and weaker disturbances are reoriented slightly. The distribution of the

incoherent (turbulent) irregularities is drastically altered.

On 18 March 1981 there is no wind before

noon. At 1330 the wind speed is i0 m/s

& .(.____I_[ o._I o_ _ from south, bringing the water height up

to 2.5 m. The complex K plot shows a

unidirectional spectrum.

_ o. .- "_• _'- ', • '- o', • '_ 07• _ =1 o °z ) o .z o]

_'-1 I$ ._'111 _-l_J .3_- ll# ,._- 411 Af = 41_J_| Two hours later, when the wave height has

I k_3 _I_[____I.--_3 increased to 2.5 m peak to peak, and wind ;I

•m has turned easterly, the irregularity ;
structure is very much altered. This most

.i 1 striking feature has (as indicated in :
o oz ,=* . °_ o_ I _ i o o • • oz _*ldu T_

"_ _.,,, _.,,, _"" _"" _"t"_ figure 12 and also summarized in figure 13)_V! lUMII q

_I I | the very pronounced appearance of a second ;

._ .o _ peak at a wavelength of 25 m whereas the ,
i_ dominating spectral peak is still 50 m.

[ _. m. , ,, Note that this two-peak spatial spectrum
= for a particular azimuth direction is not

_ m =, very pronounced in the wave-rlder spectrum.

i _ .._,.o. This, presumably is a result of the omni- : '

mn_ f
S m,,N directional response pattern of the wave- "(MIEP gl_lrEI

'{I i_-i i O ."-"mv= _, rider. Note also that figure 12 shows a _-[

._ ,, ¢ Doppler spectrum for an ocean wavelength I
"_ o _ of some 70 m. Finally, figure 13 sums up I

i 2 the results _f the afternoon run in the
form of 0(AK) isolines for the coherent -I

I 1 I _" °'FZ as well as for the incoherent components. !
! 'i i

Note that the wavelength corresponding to !

I _ a peak spectral intensity varies with azi- •

|

0

; i _ _ _ i _ i o muth angle.
F.EeUtq_,_n0m mud

OCtAlWAVliLEIIIITN(ed I

• {
Figure 12 Spatial and temporal wave

spectra for an azimuth

direction of 140 °. Loca- :I
tlon is LangesundsfJorden,

time is 18 March 81, 1525 !_,_*

- local time _ 189 ,_,. ;

_...__ _ _ _ , _ ......... --'--7-,'
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-)_

F_gul _ 13 The two-dimensional ocean irregularity spectrum (isolines of ¢(AK))

when the wav_ height has increased to 2.5 m peak to peak and the wind

has turned towards east
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THE DUAL-FREQUENCY SCA'rTEROMETER RE-EXAMINED

W. J. Plant and A. B. Reeves

U. S. Naval Research Laboratory

Washington, D. C. 20375

T

:,, ABSTRACT

We demonstrate here that the utility of dual-frequency scatterometers in

: measuring ocean wave directional spectra can be increased by adding a third

, frequency to the system. We show that the background which effectively limits

| signal detectability in dual-frequency operation can be made a part of the
signal through the addition of this third frequency. _us signal detectabi-

lity is limit_ only by system thermal noise and space-based operation becomes
more feasible.

t

I. INTRODUCTIONu

•b_ The operation of the dual-frequency scatterometer when receiving back-
!| scatter from the ocean surface is now well understood. It has been shown,
. both experimentally and theoretically, that the power spectrum of the received

signal consists of a sharp line which obeys an ocean gravity wave dispersion

I relation superimposed on a broad background spectrum resulting from the convo-
lution of the doppler spectra from the two transmitted frequencies (Plant

i 1977). This is illustrated in Figure 1.
t

t

i

1

|

i

1

FREQUENCY i
I
6
I

Figure 1 Power spectrum of the output of a dual-frequency scatterometer. I
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O

The intensity of the sharp line is = measure of the amplitude of the ocean
wave whose frequency correspond_ co that of the line. The background spec-

= trum, however, is essential]_ independent of this wave amplitude. Thus the
: proper measure of the de_ctabillty of ocean waves by the dual-f_equency

scatterometer is the ratio of the integral of the sharp line to the integral
y of the background Jpectrum. This ratio X is well described in deep water by

the following equation:

2_2 Iml 2S
X : A ' (I)

where m is thp modulation transfer function, $ is the wave slope spectral

density ev3iuated at constant wavenumber and A is the illuminated area
(Plant and Schu]er, 1980). Alpers and Hasselmann (1978) have shown that

even if the background spectrum is low-pass filtered to increase X by the
ratio of the natural bandwidth to the filtered bandwidth, a typical value for
X from satellite altitudes would be 1.8. Thus the detectability of the wave

is quite low under these conditions.

-- In this paper we will show that if the number of transmitteu frequencies

is increased to three and if proper processing of the received signal is

performed then this constraint on wave detectability can be removed. We will

show that if the three transmitted frequencies are equally spaced, then the
background signal is also proportional to the amplitude of the detected ocean

wave. Under these conditions the proper measure of wave detectability is the
ratio of the intensity of the sharp line plus the background intensity to the

system thermal noise. Thus ocean waves may be much more easily measured

using such a three-frequency system.

2. THEORY

The concept is most easily approached by considering four transmitted

frequencies as shown in Figure 2.

< I? , l

i kl k2 k3 k4

WAVENUMBER

J igure 2 Transmitted signals used to generalize dual-frequenoy operation.
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Transmitted wave numbers will be kI, k2=k.+L_k, k.:k1+6k, k_:k_+_k. Back-
scatter from the ocean may be most conveniently _escribed in _erms of a

two-scale mode± and a complex reflectlvity. Thus the field Ei received due

to any one of our transmitted frequencies (whose wavenumber is kI and whose
Poyntlng vector is unity at the surface) may be represented by,

i2ki.X_El(t) = r(_x,t) e d_x (2)

where _ is a horizontal position vector, t is time, and r(x,t) is the
complex reflectivity. The standard assumption, which is supported experi-

mentally, is that the covariance function of this complex reflectivity may

be represented by

<r(_,t) ri(x_+_,t+r)> : _o(_,t)R(_,t,T)_(_)
(3)

<r(_,t) r(x+_,t+T)> : 0

where a is the normalized radar cross section, R is the autocorrelation

functio_ so that R(x,t,O) = I, 5(_) is the 5-function and <> represents an
ensemble average. Using (2) and (3), we have,

" [ i2(ki- kj)._<[i(t)Ej(t+T)> : aO(_,t) R(_,t,_)• - d_. (4)

Experiment shows that R falls to zero rapidly with T. Since R:I at _=0. a

good fii'storder approximation for our purpose here is to ignore the depen-

dence of R on x and t. Then (4) may be written

Q

<El(t)Ej(t+,)>: R(,),o(K,t) (5) ,

where K=(2(k_-kl)cose, O)and e is the grazing angle. If ,=0 and i=J,
EquatiOn (q)'is_simply a definition o£ the radar cross-section.

In processing dual-frequency scatterometer return, the two recelved

slgnals are multiplied together and a power spectrum of the product is

computed. Formally, the power spectrum ls obtained by multlplylng the

product by a time-delayed version of itself, averaging over time and
transforming with respect to the lag variable. Here we generalize by

letting the t_me-lagged _Ignal be the product of the thlrd and fourth

tran._mltte_ signals. That la we cross-correlate the products E.E2m and
E_E.a rather than autocorrelste E.E.a. Gausslan statistics ho{d adequately

q ]
f_r short time intervals so we may write,

t

!
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M m _ • m #

<EIE2(t)E3E4(t+,)> = <EIE2><E_E4> + <EIE3><E2Ed>

, , (6)

+ <EIEq><E2E3>.

The last term is zero by virtue of (3) while the other terms yield,

t

; <EIE2m(t)E3"Eq(t+,)> : %(ak, t)%(Ak_, t+T) + R2(r)_2(_k,t) (7)

HereAk = (2Akcosg,O), ._.k= (28kcosO, 0).

Averaging over t and transforming with respect to , ylelds the cross-power

. spectrum,

0 --

" wher_ overbars are time averages, and _2(f) indicates the Fourier Transform
:- of R_(,). Since the pattern of q moves alone with the surface wave, the

first term yields the same sharp _ine as the standard dual-frequency method.

Simil_rly, the second term yields the broad background term; if 5k=O, it is

identical to the standard term. In general, however, 8k_O and the second
term is not proportional to tilemean square value of • (t) but to the power

spectral density of eo(X_,t) evaluated at 5k. Figure 3°illustrates this
difference.

. k = 0, STANDARD

_ PROCESSING

k = ZED

k

0
. a. WAVENUMBER, k

,W'

If
I_ Ftsure 3 Wavenumber 8pect, rum of , (x,t) shoutnE wavenumbers at which t,he

--" background attnal Is eva_u;ted uaini standard procesalnl and
k4 ileneralized processing.
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OR,O.._..,_,_ _ V_
OF P_b;_ QtJ,_L!,Ty i

If we integrate Equaticn (8) over frequency, we get,

P = _ 2(Ak't)- + _'2(_k't)o- (9)

In particular, if Ak : 8k so that three equally-spaced signals are trans-
mitted, then

l

r : 2 _2(Ak,t)._ (10)
J

Since this spectral density, of q evaluated at Ak i_ proportional to the wave
slope spectral density thro,_gh tee transfer function m, the entire received
signal is proportional to the intensity of the ocean wave of wave number Akw
and the background signal has become part of the desired signal.

3. EXPERIMENT

t iiIL •

We have experimentally evaluated the ratio x- = q^2(Jk,t)/f 2(Ak,t) for
a fixed Ak using measurements taken on the Chesapeake Ba_. _he re°ults of

this study are presented in Figure 4 along with the standard dual-frequency

f

.02 i
41

X .01 i _ _i''ii

\

l

1

.2 .4 .I .S

WAVENUMIIEfl. m -1

Flsure _ Normalized wavenumber spectrum of w_(x,t) obtained on April 15,
O i*

1981 on the (_esapeeke Bey. _e top IvaPh wee obtained from the _
intensity of t_ standard duel-frequenoy resonance line. The

lower I&raph was prodtmed by inte|ratlnl the baQklr_und _btalntd
with the Benerallzed processinl _hele. x and xe ere defined In
the text. i
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output x = _ 2(Ak,t)/_ (O,t) as a function of A_. Both the integrated
background s_gna_ in tee generalized method (x-) and the integral of the

: sharp peek in the standard method (x) indicate°that a 15 meter dominant wave
I

was present on the surface. This result shows that the background in the
generalized method is proportional to surface wave amplitude, in agreement

with t_e above analysis. A paper describing these measurements in detail Is
currently in preparation.

4. CONCLUSIOh

The three-frequency scatterometer described here is perhaps the most

promising technique for the measurement of ocean wave directional spectra from

space. Unlike dual-frequency or short-pulse spectrometers, signal detectabi-

lity is limited only by thermal noise. Unlike synthetic aperture techniques,

the ocean wave spectrum can be obtained from the system output through a
!inear transfer function. We suggest that a _rogra= to check system perfor-

mance by operating a three-frequency scatterometer from an aircraft should be

: undertaken as soon a_ possible.
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AN IMPROVED DUAL-FREQUENCY TECHNIQUE FOR THE
RE}IOTE SENSING OF OCEAN CURRENTS AND WAVE SPECTRA

• Dale L. Schul__r

Wah P. Eng

U. S. Naval Research Laboratory
Washington, D. C. 20375, USA

ABSTRACT

Investigators in several countries have been studying a two-frequency

microwave radar bechnique for the remote-sensing of directional ocean wave
spectra and surface currents. This technique is conceptually attractive because

its operational physic31 principle involves a spacial electromagnetic scattering
resonar __ with a single, but selectable, long gravity wave. Multiplexing of

_. signals having different spacing of the two transmitted frequencies allows
_ measurements of the entire long wave ocean spectrum to be carried out. The

two-frequency scatterometer signal/background ratio is, using conventional •

_._ processing, only adequate fur measurements made at or relatively near the

domiaant wave wavenumber when sufficient temporal averaging of spectra is '
i

employed.

A new scatterometer has been developed and experimentally tested which is

capable of making measurements having much larger signal/background values than
were previously possible. ThiS new instrument couples in a hybrid fashion the

resonance technique with coherent, frequency-agility radar capabilities. This

scatterometer is presently configured for supporting a program of I
surface-current measurements. Straightforward system modifications will allow

- directional measurements of ocean wave slope spectra to be carried out as well
)

as current measurements.

i

t

I. INTRODUCTION :"
!

_ The operation of dual-frequency scatterometers in detecting microwave [

i backscatter from the ocean surface is now well understood. Such scatterometers I
transmit two microwave signals separated in frequency by some Af which is in the !
Megahertz range. Return signals due to each of the transmitted signals are !

J separately received and then multiplied together. The power spectrum of the

resultant output appears as shown schematically in Fig. I. It consists of the 1

sum of a broad background spectrum and a sharp "ak-line". The background !
spectrum is the result of a convolution of the Doppler spectra of the two

| received microwav_ aigna!-_ and consequently has a width of a few tens to a few

hundred Hertz. The _k-line, on the other !_and, is the result of a resonance !
between the beat pattern of the two electromagnetic signals and th? modulation !

pattern of the short ocean surface waves (centimetric "Bragg waves") responsible ! [
I

I

_ i
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for the backscatter. It has a width of a f_ tenths to a few Hertz depending on
t the relative speed of the microwave antenna and the ocean surface. (Plant,

I_,_; Alpers and Hasselman, 1978; Jackson, 1931)

- The frequency of the center of the Ak-line is e_actly equal to the

, frequency of the ocean surface wave which travels along the horizontal radar

look direction and whose waven_ber, Kw, is 26k c,,se where _k is the waven_ber

$ separation of the transmitted microwave signals and 0 is the grazing angle
(Plant, 1977)• If a current exists on the surface, the wave of wavenumber K

w
will be advected by the current and its frequency in the antenna's frame of

reference will change. By this means su_face currents along the horizontal
radar look direction can De measured using duaI-frequency scatterometers

(Schuler, 1978; Alpers et. al., 1980)• By v_rying _k, vertical profiles of
horizontal currents along the radar look direction can also be determined

(Schuler, et. al., 1981). One requirement for such measurements is, of course,

that the 6k-line can be easily distinguished from random variance in the

background level• This requirement is frequently not well satisfied and
_- therefore severely limits applicability as well as the accuracy of the technique

(Schuler, 1978).

: The ratio of intensities of _-line and background spectrum, X, has been

shown to be related to the surface wave slope spectral density S(K w) by the
equation

2_2 Im12S(Kw)c°the(Kwd)
X = (I)

A

where d is water depth, A is illuminated area, and m is the modulation

transfer function relating Bragg wave modulation to the slope vf the long

surface wave. (Alpers and Hasselmann, 1978; Plant and Schuler, 1980). The

inverse dependence of X on A has been observed experimentally (Plant and

Schuler, 1980; Johnson et al., 1982) and the equation has been shown to
account well for observed values of × (Schuler, et al., 1982; Johnson and

Welssman, !983). Alpers and Hasselman (1978) pointed out that this signal

to background ratio can be increased by low pass filtering but their best "
estimate of such a ratio was only 1.8 for measurements from satellite •
altitudes. Thus, once again, the background clutter spectrum was the

_. predominant factor limiting system performance.

: In this study we have attempted to apply frequency agility techniques

to dual-frequency seatterometer measurements of the ocean. In this ease itr
is necessary to discuss two distinct types of frequency separations. In

_- addition to the Af separation between transmitted pairs of signals, the

carrier, or center, frequency of successive pairs of signals will be offset
from one another by some 6f. The sensor still remains a "dual-frequency"

T.., system in the sense that the first step in processing is to multiply returns
corresponding to transmitted frequencies separated by Af.
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" 2. EXPE_!HENTAL INSTRUMENTATION AND CONDITIONS

['° The experimental results presented in this paper were obtained at a
Naval Research Laboratory field-site located on 36.6 m cliffs overlooking

_, the Chesapeake Bay. The dual-channel, coherent radar was built at the Naval

L. Research Laboratory and was operated at a frequency of 1.28 GHz. The basic

operating parameters for this scatterometer system are given in Table I.
Both channels of the radar system are fully coherent, i.e., signal phase

information is preserved. The signal coherency is retained by beating the

return signal down first to IF, and then to a variable audio offset
frequency (25 Hz for these experiments) which is set sufficiently high to

" avoid fold-over of any of the spectral components of the backscatter Doppler
spectrum. This frequency-agile, dual-transmission channel radar system

derives its operational flexibility from the ;iseof an EPROM (Erasable
Programmable Read-Only Memory) controlled fast-switching (20 us/step)

, frequency synthesizer. The EPROM contains instructions to program the
synthesizer to create a set of output carrier frequencies [f_] where, i = I,

..., N (I< N < 98). External counting circuits, controlle_ by the system

PRF pu_ses_ c-are used to step through the EPROM stored instructions and to

continually repeat the cycle. The value of N may be manually set to any

integer value within its range. The individuCl output frequencies fi are
held constant for 100 _s, and then are _eprogrammed tca new value.

; , diagram showing the time dependence of transmitted frequencies corresponding

_' to the two received channels is given in Figure 2. These diagrams resemble

two "staircases" with one offset in time relative to the other by an

interpulse period. Backscattered returns due to transmissions when the
channel separation was _f were utilized in the computer processing of the

data while those due to &f' were suppressed. A synchronization signal was
derived by using digital counting circuits and a D/A converter. For the

' measurements reported here the difference frequency Af between the two

L-Band channels (f_, f_ + Af) was held constant at a value of 10 MHz. This
separation allowed-us _o resonate spatially with water waves of 15 m

wavelength. This value was chosen because waves of this wavelength often

are the dominant wave at the Chesapeake Bay site. The values of fl were
stepped from 1.230 GHz to 1. 328 GHz in 1 MHz steps. The 1 MHz spa_in8 was

selected a priori using the initial assumption _Pidgeon, 1967) that
frequency changes equal to or greater than (T)- (where T = the transmitted
pulsewidth) would be adequate to decorrelate the backseattered returns. The
work of Voles (1966) indicates that larger separations may be necessary in _

the presence of long waves but no experimental evidence was to substantiate
! that conclusion.

The processing of the fully coherent output signal S_(t) from the radar

I consists of three steps (I) range gating of the returns, _2) separation of! the two interleaved frequency channels, and finally (3) processing of the N

frequency-agile signals which occur during the transmission time of the
:| synchronization staircase.

For the present studies, samples of the backscattered return were takenat a two-way delay of 5 ,s (0.75 kin)from the radar site at a grazing angle

" of 3°. The scattering cell dimensions were determined, at this low grazing
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angle, by the pulse width (lus) and the azimuthal beamwidth of the antenna

pattern (6u at the two-way 3 dB power point). These parsmeters indicate
that the scattering cell was 150 m radially by 79 m azimuthally. The data

reported here were taken during an eight hour period on 15 April 1982.

Wind-generated waves traveled towards shore in water which was 25 m in

depth; our work indicates a dominant wavelength of 15m. The wind during the
tests was from the NNE at 15-20 kts as measured by an anemometer at a height

of 43 m above the sea surface. Tne antennas were pointed into the dominant

wave direction which was observed to be from t_e NE. Scattered vhitecaps
were present. The outputs of the two radar channels as well as the

synchrorization signal were recorded on an analog, four-channel tape

recorder operating at 30 ips. Subsequent experiments (Novtmber, 1983_

conducted from the CERC Pier Duck, NC have yielded results in agreement with
the measurements reported on in this paper.

3. DUAL FREQUENCY DOPPLER SPECTRA USING FREQUENCY-AGILE SIGNALS f

The output data that were recorded consisted of a burst of up to forty-
nine multiplexed, frequency-agile sauples of coherent sea backscatter for

both radar channels, and a synchronization signal. Our initial processing

of this multiplexed time signal was both direct and simple. The output data

from the two different frequency channels wp-e passed through a laboratory
multiplier and then through a low-pass filter. The time-constant of the

filter was set so as to sum the N sequential frequency-agile samples i_
together coherently. This a_oothed signal was then Fourier transformed by a !
laboratory analyzer (Nicolet Model 444) and a power spectrum was formed. A

number, generally 32, of these power spectra were then averaged together.
This mode of processing is fast and effective (i.e., _k-line detectability l

_ is greatly improved). Figure 3 illustrates the improvements in the ratio of i

Ak-line to background spectral intensity that can be obtained with twenty i
! minutes of sequentially recorded data which had N : I, 24 and 49

i frequency-agile transmitted signals. It is apparent that the _k-line A

processed in the conventional way (i.e., with N : I) is almost unusably _
weak, whereas, the one obtained with N = 49 has been improved by almost 6.5

dB above the background intensity level. This laboratory or "i._m_,,ediate" . '

mode of processing, therefore, produces a significant improvement in signal
detectability. _

\

t
A study was conducted to determine if the dual-frequency resonance line L

detectability improvements derived from the use of frequency-aKility would I
! be sufficient to obviate the need for additional temr)ral averaging of i

spectra. If such averaging could be eliminated, then a real-time sensor !
could be developed which would monitor _k-line strength and line positioo in

real-time. Real-time processing would allow ocean surface currents to be I

monitored continuously. The frequency-agile (N : 49) data were played i
through the Nicolet 444 analyzer. This analyzer has the capability of

allowing selection of any of its 400 frequency bins (via placement of a i

cursor) for study. The output of the selected bin was available at an !
output port of the analyzer and was recorded on an y-t recorder. !
Arbitrarily selecting a detection threshold of 6 dB (line strength above the !!

i
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adjacent background) the data tapes were examined to determine what fraction
of the time this threshold was exceeded. The time histories of the

magnitude of the peak and the background are shown in Figures 4(a) and (b).

Tne resonance peak exceeded this threshold 16.5% of the time when the

signal was not frequency-agile (N = I) and the signal varia:ce was

approximately equal to the mean. When the "immediate" laboz atory processing
was applied to the same data using N = 49 frequency-agile carrier

frequencies, the short-term [_iO sec) signal variance was reduced

significantly and the detection criterion was exceeded during 95% of the

length of the time record.

It is useful to represent th_s l,_boratory processing mode
mathematically so that it can be compared later with the processing

algorithm used on the computer. The signals coming f-cm the t_p syste_

o_ztput channels (which are proportional to the coherently detected

bJckscatter_ fields) may be represented as E(t, f ) an¢ E(t, f + Af) where
f is the n transmitted carrier frequency of thenfrequency-ag_le signaln
set. The low-frequency output of the laboratory multiplier may then be

represented as

Pn(t) : E(t, fn).E*(t, fn + Af) (2)

where, f = f + 6f, f = 1.23 GHz, and 6f is stepped from 0 to N MHz in I MHz

steps, _ = I_ MHz. o

The effect of the low-pass filter which follows the multiplier is to

convolve Pn(t) with a filter weighting function W(t),awhieh is the Fourier-transform of the pass-band characteristic of the filt.r, to form a signal V(t)

given by

O0

V(t) :/Pn(_) W(t- _) d_
J

or, approximately 'a
i

T/2

f " ,V(t) : Pn(T) W(t- _) d_ " _ Pn(t) (3) "

T/2 n:o I
: I

where,

&cf]-IT : [2 , _Ff = the filter 10dB cut-off width, I• i
' i

I
i
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The signal V(t) Is then processed in a laboratory Fourier analyzer (Nlcolet
Model q4q). The output of this analyzer is a result of Fourier-transformlng the
input signal V(t), squaring it, and ensemble averaging over a number of data
records to form

l

where, _ represents a Fourier transformed quantity and _ is radian frequency.

The notations Pn(u) means the Fourier transform o£ the return signal pair whose
carrier frequency was N MHz above a base frequency of 1230 MHz.

J

It should be noted that the smoothing time T o£ the filter need not be

exactly equal to the repetition period TR of the frequency-agile signal set. If
it is made longer then T_ no new terms appear in E_, (q) until the extension

exceeds the temporal decorrelatlon time (at 1.23 GHz) o£ the sea itself.

Eq. (q) shows that the simple processing scheme results in an average
spectrum which may be represented as a sum of auto- and cross-spectra between

dual-frequency pairs having carrier frequency offsets _" ranging from 0 to N
MHz. We expect that returns due to transmitted frequencies separated by more

than an inverse pulse width (in this case by more than I MHz) will be highly

decorrelated. Thus we would expect :,owerbackground slg_als for cross- than
auto-spectra in our sum. Since conventional processing consists of summing only

auto-spectra, a net b.ackxr.o_ndreduction
Is to be expected £orlV(_)l . ' ._

5. PROPERTIES OF"CROSS SPECTRA OF FREQUENCY-AGILE RETURNS

In order to investigate the validity of the results of the previous section

in detail, we computed cross-spectra o£ P_ and P and compared them wlth the
• 11

• power spectrum o£ P, itself. To accomplish thls,z the data described earlier
were processed using a HINC/LSI-11 computer. The procedure consisted o£ (I)

, multiplying the multiplexed signals together and, (2) demultlplextng the N
,1 product signals (Figure 5). The result of this operation was a set of

Individual time-series of samples or the multiplied fields P_(t) t'or all
possible values o£ carrier frequency offset over the range on< n < N. These

_* time-series were then (redundantly) re-sampled and stored as disc files by the

:_ computer. It should be emphasized that these files contained return signals
P.(t) which were due to transmissions whose frequency separation was constant

• (TO MHz) but whose carrier frequency offsets varied in 1 HHz steps. Mean square

.. 204 _..
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voltage levels of these dioitized signals were constant to within I0_ up to 35

MHz separation. Cross- and auto-spectra were then computed using the digitized

! data.

In most cases, twenty-five seconds of each of two records corresponding to

different carrier frequencies were transformed using a uniform time window. The

product of the two transforms was computed and stored. A total of N time
r records were stored on disc, where N = 24 for the first data set and N=36 for

[ the second. Therefore the number of cross-spectra between records whose carrier
frequencies were separated by 6f which could be averaged together was N-6f if
6f is in MHz. This process was repeated four times so that the total number of

_: cross-spectra we were able to average together was 4(N-6f). For instance, the
second data set yielded 144 auto-spectra which were than averaged. In one

= instance, discussed below, we transformed the entire 100 second data record and

summed various combinations of auto- and cross-spectra. In this single case,

the second data set was augmented to yield a maximum 6r of 47.

_ Figure 6 gives examples of spectra computed using 25 second records.
Figure 6(a) is the auto-spectrum computed for the first data set with 48 degrees
of freedom. Figures 6(b) and (c) show the magnitude and phase of the

cross-spectrum between digital files corresponding to 6f : 10 MHz. These were

computed with 28 degrees of freedom. Apparent in this figure is the decrease in
background level relative to N<-line intensity which led to the results of

Section 3 (note the scale change from (a) to (b)). The phase of the

cross-spectrum is Quite erratic due to low number of degrees of freedom used in
the computation. Note, however, that it is near zero in the frequency range of

the spectral peak where the coherence between the input signals is relatively

high.
J

Figure 7 shows the result of simulating on the computer the frequency-agile

processing technique described in Section 3. The resolution is higher in this
figure than the last since the whole 100 second record was transformed. In the

figure, N represents the total number of spectra averaged. Note that twice
this number is not the total degrees of freedom since many records were used
redundantly. Rather the number of degrees of freedom is constant at 96. The .;

average of auto-spectra shown in Figure 7(a) correspond to the first term on the
I

right of Eq. (4), that is to conventional dual-frequency processing. The

spectrum obtained by averaging all auto- and cross-spectra from the second data _._
set is shown in Figure 7(b). This spectrum corresponds to the frequency-agile

_.echntque output described by Eq. (4). The improvement in signal-to-background i
ratio for this spectrum compared to that of Figure _a) is 10.2 dB. This is i

larger than that reported in Section 2 becomes only part of the 20 minute record i
used in Section 2 was used here. Finally, an additional improvement in !

signal-to-background ratio of 2.8 dB is obtained by summing only cross-spectra

as shown in Figure 7(c) and (d). Thus this method of processing resets in a i
total improvement over conventional processing of 13 dB, agal, conflrm.'. _ that I
signal detectability is better for cross-spectra than auto-spectra.

!

5. CONCLUSIONS i
!

We have demonstrated that processing dual-frequency data in a
frequency-agile mode can provide significant reduction or, in some cases,

!
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complete removal of the clutter background limitations on dual-frequency

operation. The method consists of forming standard, dual-frequency products of
signal pairs but then performing the final multiplication or spectral density

calculation using products formed at different carrier frequencies.

When Doppler spectra for current measurements are the desired product, we
have demonstrated that a simple frequency-agile processing scheme (the

"immediate" laboratory mode) can produce significant improvement in
signal-to-background ratio of up to 10 dB.
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ABSTRACT

z The results of this research show that the directional spectrum and the
microwave modulation transfer function of ocean waves can be measured wlth the

A airborne two frequency scatterometer-mlcrowave resonance technique. The results

here are favorable to the future application of thls or slm_lar techniques from
_, airborne or spaceborne platforms. Similar to tower based observations, the aircraft

_ measurements of the modulatlon transfer function show that it is strongly affected

by both wind speed and sea state. Also detected were small differences in the magnit-,. udes of the MTF between downwind and upwind radar look directions, and variations with
ocean wavenumber. Unexpected results were obtained that indicate the MTF inferred from i

: the two frequency radar is larger than that measured using single frequency, wave _ t
| orbital velocity techniques such as tower based radars or ';ROWS"measurements frcm

i low altitude alrcraft. Possible reasons for thls are discussed. The ability to
measure the ocean directional spectrum wlth the two frequency scatterometer, wlth

supporting MTF data, is demonstrated.

t
i

I. INTRODUCTION

This study is advancing the ability of active microwave radar to measure ocean

wave spectra from hlgh altitude aircraft. The experimental data analyzed here was

acquired during the Atlantic Remote Sensing Land Ocean Experiment (ARSLOE) during

November 1980. The NASA Langley two frequency scatterometer participated onboard the ._

P-3 aircraft, and was able to receive supporting ocean data from the surface contour

radar (operated by the NASA Wallops Flight Center), almost simultaneously. Directional
spectra and non-dlrectlonal spectra were available from the XERB buoy. The spectrum of
the sea surface refiectivtty can be measured directly from the backscattered signals
at the two closely spaced microwave frequencies. The cross product of these signals
displays a resonance whose intensity is analyzed using theoretical relationships and
models that have been developed independently by three groups of researchers, (Alpers

l and Hasselmann, 1978; Plant and Schuler, 1980; and Johnson and Wetssm_n, 1984). The

validity of this equation was established in an earlier phase of this experimental
data analysis.

The microwave radar frequency is gu-band (14.6 GHz), and operates with two "simult-
aneous" (tnterupted CWustng time multiplexed long pulses) frequencies, that can be
separated by a variable amount from 1 to 20 _z. Data was collected during many high
altitude flight lines between altitudes of 2800 to 7000 feet. Complete details of the

i

!
E
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aircraft radar, its flight patterns, data collection and processing, and the

supporting surface contour radar results can be found in the recent paper by
Johnson and Weissman (1984).

The two frequency resonance technique samples one ocean wavelength with each &f,

which is then varied to allow a sweep (or tuning) through the ocean spectrum. At each Af,

the intensity of the cross spectrum between the backscattered microwave signals depends

on the wave height or energy at that corresponding ocean wavenumber, and on the
modulation transfer function, for that compo,ent. The MTF determines the strength of

radar visibility for each ocean wave; it is produced by the local variations of rough-
ness of the centimeter waves that contribute most to the microwave backscatter. One

of the sources of these roughness variations is known to be the orbital velocity of

the individual large g,avity wave, as explained and demonstrated by Wright and his

colleagues (Wright, 1978; Keller and Wright, 1975; Wright et. al., 1980). The results
presented in this paper indicate that additional sources of modulation exist. Previous

identification and discussionsof this "non-wave induced modulation" have been given

by Wright, et. al. (1980) and Plant, et. al. (1983).

Another feature of this experiment w3s the directional discrimination capability

of the radar, as a result of its large illuminated surface area, relative to the dim-

ensions of the long gravity waves. In effect, all MTF results presented in this study

are directional because of this spatial filtering effect. The data taken on Nov. 13

observed the wave spectrum from 4 different directions. On this day, the surface
spectrum was a combination of swell and a wind driven sea, differing in direction

by 45°. The flight directions "A" and "B" in Fig. i show two of the directions in
which the two frequency scatterometer made measurements. The directional snectra

measured by the buoy in these flight directions is shown in Fig. 2. and the two

frequency resonance results in Fig. 3 show a discrimination between these two different

spectra. The analysis of this data shows differrnces in the magnitude of the direct-
ional I_F for these two directions.

2. EXPERIMENT DESCRIPTION AND DATA ANALfSIS

2.1 Aircraft Radar Operation i

The data analyzed in this study was acquired from about 20 to 70 km offshore, i_
near Duck, N.C. The flight operations and details of the illumination geometry are

presented in the paper by Johnson and Weissman (1984). Of strong interest in this

experiment was the behavior of the modulation transfer function as a function of
illuminated area and the incidence angle of the radar wave. The illuminated area
and the dimensions relative to the ocean wavelength were varied over a substantial

range as the aircraft altitude varied from 2800 to 7000 ft, and as the incidence

angle ranged from 16° to 50°. These conditions were met with the Nov. 12 data, which
also incladed upwave and downwave flight directions. The smallest illumlnated area

was 4.8 km2and the largest, 46 km2. The shapes of these areas could be approximated

by an ellipse, with an axial ratio of 2 or less. The four different flight direct-

ions employed on Nov. 13 were at a fixed altitude and incidence angle; 4500 feet
and 25° from nadir. Support to the Nov. 12 radar data was given by the surface con-

tour radar and the single frequency wave spectrometer referred to as the "ROWS"

technique. The details of converting the backscattered two frequency signals into

resonance intensity, X(k), is discussed in the above reference. The results are

shown in Fig. 3 and 4.

216 ._
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2.2 Buoy Data

The only surface measurement useful on Nov. 13 was that from the XERB buoy
located 40 km offshore. This instrument is operated and supported by the NOAA Data
Buoy Center. It is a pitch/roll/heave sensor, located where the water depth was

30 meters (Progress Report for NDBO Wave Measurement Systems, 1982). The products

available for the estimation of wave spectra are five Fourier coefficients, eval-

uated at discrete frequencies spanning the practical range of interest. These Four-
ier coefficients are comnuted from the motions of the buoy as determined by the

elevation and slope sensors. Usually these spectral values (cospectra and quadspectra)

are telemetered to shore where they are converted to Fourier coefficients and then

directional spectra. Unfortunately, one channel malfunctioned and destroyed the

C33r information that is used to compute the A2 coefficient. The other term, C22r,
was intact. In order to fill this gap in the needed wave information, a study w_:,

made of the fundamental spectral relations (Kinsman, 1965). This revealed an aux-

iliary method for recovering C33 , from the other measurements. This idea has
been used here (with complete updated listings of the other quantities pro-

vided by Mr. K. Steele of the NDBO center) to generate directional spectra that

appear to be valid (see Appendix ). The directional wave height spectrum is est-

imated for Flight line A & B on Nov. 13, as shown in Fig. 2. These results
are then used to infer the modulation transfer function from the aircraft two-freq-

uency data.

3. SYSM EQUATION AND MDDULATIONTRANSFER FUNCTION

The equation that relates the surface elevation spectrum to the two-frequency

resonance response is:

where k = wavenumber of ocean wave that is in resonance with two-frequency EMwave

X(k)- ratio of resonance intensity to backround spectrum energy (modulation

strength) _ _
E(k,O)- directional wave spectrum in "0" direction
m(k) - modulation transfer function for ocean wave of wavenumber, k.

A crlt_a] assumption in this model is that the reflectivlty variation sensed by the

radar at each wavenumber is moderately coherent with that part of the height and
slope spectrum. A more general relatlon, on which the above equation is based, is:

-A

where _R (k,O) is the instantaneous two-dlmensional reflectivlty spectrum. The
concept of modulation transfer function is then based on an input-output relatiRn

point of view, In which the surface slope spectrum, k2E(k,O) is the input and _=R(k,0)
is the output. Then:

k•

2 1 7 "_"_

®
J

1984019194-222



Detailed studies of this relation and the modulation function can be found in the

recent paper by Plant, Keller and Cross (1983).

The key contribution of these ARSLOE results is to use Equation (I) to either:

A. determine the _rrFacross a range of conditions of radar parameters (incidence

angle, flight direction, altitude and wavenumber) and with different types of
surface conditions, using X(k) obtained from the two-frequency resonances.

B. determine the directional surface spectrum using estimates of the FfrF from
non-directlonal spectrum measurements and the values of X(k) mentioned
above.

As discussed in the paper by Johnson and Welssman (1984), supporting measurements

of the HTF, its spectral variation and its coherence properties, were made with

a single frequency radar that receives and correlates the backscattered power and

Doppler variations (related to the surface orbital velocity) to achieve an indep-

endent measurement of this quantity.

On_ important assumption in the use of Eq. (I) to (3) is that the aircraft vel-

ocity is much larger than the phase velocity of the ocean wave that is in resonance
with each "Ak". Then the resonance observed from the aircraft is not sensitive to

' whether or not these periodic reflectlvity patterns are coherent wlth the orbital ;

velocltv of the surface waves. Then the MTF measured with single frequency radars
are not equlvalent to those measured wlth the two frequency radar, but they are i

I

believed to be closely related to each other. This topic needs further study.

4. MEASUREDMTF RESULTS
f

The MTF results to be presented first are those derived from Eq. (I) for the !

various flight parameters of Nov. 12. A value of the MTF can be calculated at each

Ak (or difference electromagnetic wavenumber) so that each flight line yields the . I
functional dependence of the _frFvs. the matchln_ ocean wavenumber, at a fixed altlt-

ude and angle, and direction relative to the wind. TWelve of these functions have been I _
computed for the Nov. 12 data (and supported by the SCR derived wave spectra) and two i
from the "A" and "B" llnes of Nov. 13 (based on buoy derived spectra). The functions t
obtained from the Nov, 12 data have been plotted individually for each upwave and

downwave path in Fig. 5 to 7 , those for the Nov. 13 data are in Fig. 8. _.r

An additional MTF was computed, based on the non-dlrectlonal spectrum measured by [

the buoy on Nov. 13. This calculation is performed by integrating the resonance resp- !

onse (X(k,@) in Eq. I) over 360 ° in @, at each value of k. The right half of Eq. I Ithen contains the non-dlrectlonal spectrum term.

Analysis of these results was done from several points of view. Almost all share 1
the following cheracte_Istlcs: the magnitudes start high at the lowest wavenumber8,

° then decrease to a definite mln_um about k=.06 to .08, then usually rise by at least II
._ 25% or up to I00% above this minimum. This Is often followed by a gradual change at

the higher k values, either an increase or decrease. Another definitive and general |

result is that the magnitudes differed strongly on these two days, in accordance l

with the environmental conditions. On Nov. 12, the winds were high, about 12 m/s, i
with accompanying hlgh waves. The MTF values averaged in the range from 8 to 16. In
contrast, on Nov. 13 the values were usually between 20 and 40. The factor of two
increase shows a good correlation wlth the inverse of the wlnd which, on this day r;

_.- was below 6 m/s when the flights were made. This is in good agreement with measure-

_4m 218 i._ i
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°
ments of the MTF conducted from towers (Plant. et. al. 1983; Welssman, 1983) where

the magnitude was observed to depend inversely Jn the local wind, and on other env-
Ironmental parameters.

Special attention was also given to oth=c characteristics of_le MTF, such as

it dependence on incidence angle, upwind vs. downwind look directions, and any

variations caused by changes of the flight path relative to the wind direction.

Across the spectrum of wavenumbers from k= .05 to .14, ratios of the MTF looking

downwave vs. upwave have been computed to test for significant differences. These
results are in Fig. 9 and I0 . The data for incidence of 16° to 25° in Fig. 9

' display no bias one way or the other, These ratios average to about unity, across

the whole spectrum. The effect of incidence angle becomes important at values at
40° to 50°, where this ratio takes on a definite wavenumber dependence. The down-

: wave to upwave ratio is usually greater than I, and is often well above this value.

The interesting property of all three data sets is that this function increases

" strongly with k, above k=.10, resulting in ratios of 1.5 to 2.7. The interpretation
of these results should be done in a more general context, because previous studies

of this ratio were conducted and discussed by Wright (1978), who found a strong
wind influence on these characteristics in addition to variations of this ratio

from unity.

The other important dependence of the MTF studied is that due to incidence

angle. Fllght operations on Nov. 12 encompassed a range from 16° to 50°, substantial

" enouBh to test conditions of interest for the remote sensing of ocean waves. Consld-

erlvg the large assortment of wavenumber values in the data set, a simplification

was performed to work with the average of a subset of values of the MTF measuzcd

along each flight llne. The data from each of the Figures from 5 to 7 was

i averaged, but only values of MTF whose wavenumbers are in the range .05 _ k__.09
' were included in the average. These twelve average values are plotted in Fig. II

The upwind/downwind condition creates a small "random" fluctuation, but they still
show a definite trend, downward with increasing incidence angles. For the 16° case,

the MTF ranges from 9.7 to 13.2, while at 40° its from 8.3 to 10.4, and the 50° value
is 9.2. Numerically, this is not a large effect, but detecting its presence will be

helpful in sorting out other dependencies in future applications.

5. CONCLUSIONS

Our major findings ar- the functional dependencies of the MTF on ocean surface

wavenumber , flight direction and incidence angle. The large data set allows the

quantitative description of these dependencies, as seen in Fig. 5 to II. Small tnc-

idence angle dependence means that future remote sensing systems need not be limited _

in the choice of incidence angle of the radar beam. A difference in magnitude between1
! the aircraft and tower results was also detected and found to be plausible, on phys-

Ical grounds. In addition, the effects uf environmental conditions have also been
seen and analyzed: increases in wind speed and sea state cause strong decreases in

the MTF. With this new knowledge, the two frequency scatterometer can now be considered
a useful instrument for the measurement of ocean surface spectrum by aircraft. For

the MTF, no theoretical explanation of these scattering effects based on electro-
magnetic scattering theory and alr-flow over ocean waves (including all short cap-

i11ary generation mechanisms) has yet been achieved,

Much progress has been made on accumulatlng tower based radar results and wave
follower measurements under a variety of alr-sea conditions (Plant, et. al., 1983; Il
Hslao and Shemdin, 1983), but more is necessary in order to explain the aircraft results, i
Such questions as: "what are the physical sources that generate the short capillary
waves which are modulated by the long waves" and "why should tha HTF observed from
an aircraft be different from what Is measured on an ocean platform", need to be
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addressed.

It is recommended that two topics be focussed on to advance this technique: r

(I) Learning more about the mechanism for the modulation of ocean waves (their

origin, linearity, and coherence with the orbital velocity) that is detected

by remote sensing radars.

(2) Combined _ual) sensor capabilities to improve the measurement accuracies

of each separate instrument. Simultaneous two frequency scatterometry and

conventional scatterometry would measure wave spectra plus wind speed.

Since both quantities affect each sensor, the accuracy ef each sensor
could be improved.

i

J

6. APPENDIX

Calculation of A2(f)_ the Wave Spectrum Angular Coefficient

by Substitution for the Mis_Ing Spectrum, C33(f)

Our appllcat_on of the XERB buoy data to compute the surface directional spectrum

involves using the well known Fourier Scries approximation (in the notation and format

of the NOAA Data Buoy Offiocl with the smoothing coefficients developed by Longuet-
: Higgins :

t _- 0

These coefficients are computed from the several spectral functions measured directly

by the buoy. Among these are: CII , the auto-spectrum of the surface elevation, with

C22 and C33 , the auto-spectra of the two orthogonal components of slope. The difficulty

encountered was for A2(f) only,whlch depends on C22(f)-C33(f). For the duration of _

the experiment, C33(f) was not available because of a malfunction, and only C22 and C11 i
: and the other terms were being returned to shore for data processing. !

It was observed, in the course of this study, that a fundamental relation exists i

among CII, C22 and C33. From Longuet-Higglns, et. ai.(1963) it is easily proved that: t.

: C,.L+c33 i

Therefore A2(f) can be computed from: -. _" t !

This substitution, and the available data listing for the other coefficients made ',
it possible to derive valid estimates of the wave directional spectrum for Nov. 13 [' 1
for application to the two frequency scatterometer analysis. I

l
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" SOME CASE STUDIES OF OCEAN WAVE PHYSICAl PROCESSES UTILIZING THE
GSFC AIRBORNE RADAR OCEAN WAVE SPECTROMETER

F. C. Jackson
NASA Goddard Space N iq'ntCenter '

Laboratory for Atmospheric Sciences
.,, Greenbelt, Maryland, USA

ABSTRACT

The NASA Ku-band Radar Ocean Wave Spectrometer (ROWS) is an experimental proto-
type of a possible future satellite instrument for low data rate global waves
measurements. The ROWS technique, which utilizes short-pulse radar altimeters

• in a conical scan mode near vertical incidence to map the directional slope

; spectrutnin wave number and azimuth, is briefly described. The potential of the
technique is illustrated by some specific case studies of wave physical processes
utilizing the aircraft ROWS data. These include i) an evaluation of numerical

_ hindcast model performance in storm sea conditions, ii) a study of fetch-limited
_. wave growth, and iii) a study of the fully-developed sea state. Results of
: _ these studies which are briefly summarized, show how directional wave spectral

_i observations from a mobile platform can contribute enormously to our understand- ;ing of wave physical processes.

-. I. INTRODUCTION

_. A simple method for measur,nq the vector wave number spectrum of ocean sur- !

face gravity waves from aircraft and satellite platforms using modified radar !
altimeters has been described and investigated theoretically by Jackson (1981) i

• and demonstrated exoerlmentally by Jackson et aI. (1984a). In this paper, rather I
than dwell on the details of the technique, we will present some specific alr-

- craft results that will serve to illustrate the enormous potential of this meas- i
" urement technique for furthering our understanding of wave physical processes.

The GSFC Ku-band Radar Ocean Wave Spectrometer (ROWS) Is a noncoherent, i, !
short pulse radar that uses a near-nadir directed conically scanning antenna to _
map wave directionality. Table I gives the pertinent instrument characteristics. : '
Figure I depicts the aircraft measurement geometry. A small rotarty antenna bore- i _:

sighted to 16° incidence produces a footprint at the nominal I0 km a!rcraft a|- I
tltude measuring approximately 1500 m in the range (x) dimension and 700 m in the I
orthogonal a-_uthal (y) dimension. The surface Is probed in the range dimension i

" using 12.5 ns compressed pulses. At the nominal incidence angle for peak power I
return, o - 13°, the surface range resolution is 8 m. The directional resolution
of the ROWS is obtained by a simple phase front matching condition between elec- _
tromagnetic and ocean wave Fourier contrast wave components across the relatively I
broad azimuth beamwldth. That Is, the broad beamwldth functlons to isolate, or ,
resolve, ocean Fourier components whose wave vectors k • (k, ¢) are aligned with ;
wlth the radar azlmuth 6. In thls respect, the ROWS Technique Is slmllar to the !

; dual frequency technique investigated by Alpers and Hasselmann (1978). Let the
fractlonal cross section variation for any plxel (x, y) he denoted _/_. The !
fractional reflectlvlty modulation m seen by the radar Is given by _/_ aver- i
aged laterally acros3 the beam. If G(y) denotes the lateral galn pattern, then

233

k

1984019194-238



RADAR OCEAN WAVE SPECTROMETER

i v
; H _ 0KM

1_ \7 Y
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: _x _8M

• Figure 1. ROWS Measurement Geometry,
r

TABLE I. ROWS INSTRUMENT CHARACTERISTICS

Frequency: 13.9 _-Hz
Pulse type: Linear FM. 100 MHz, 1.2 us chirp
Pulse length: 12.5 ns compressed

: Peak power: 2 kW
PRF: 100 Hz max
Detection: Noncoherent, square law
Antenna: 10° elevation X 4_ azimuth printed

circuit, 16_ incidence boresiqht,
6 rpm rotation rate i

Data: Digital, max 1024 six bit word frame
size, sample gate width selectable
2, 5, ... ns: recordinq at full PRF -.

re(x,¢)= _W/W = IG2(y}(_o/_)dy (I)
] C4(y)dy

where 6W/W is the fractional modulation In received power (averaged over the
clutter fluctuations).

_ In the near-vertlcal specular backscatter regime in which the ROWS operates,

i the cross-section varlatlon ts primarily a geometrlcaI tilting effect, hydro-

dynamlc modulation effects being of second order, Provided the large-wave steep-
ness is small compared to the total surface roughness as measured by the total
(dlffractlon-effectlve)mean square slope B2, then the cross section variation
wlll be proportlonal to the large-wave slope component in the plane of incidence

_a _r./_x as

l _. - (cot_ - I _°_ _ (z)
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where q is the angle of incidence and n ° is the average cross section of the
surface. In (2) the fir_L term represents a linearized area tilt term while the
second term represents the rigid rotation of the small-scale scattered power pat-
tern by the large wave slopes. The average cross section is proportional to the
probability density function of surface wave slopes evaluated at the specular
condition for backscatter (namely, slope = tan 0). Assuming a Gaussian isotropic
distribution of slopes, the cross-section roll-off is given approximately by

I _o° = - 2 tan _ (3)

where ag_in _2 is the total mean square slope.

Assuming that the water wavelength _/k is small compared to the azimuth

be]mwidth _, kLy >> I, it follows that the spectrum of m(x, ¢) is proportional
_:othe directional wave slope spectrum. If the gain pattern is assumed to be

Gaussian, G(v) = exo(-_/2L_), one finds that in the limit of larqe k_ the dir-
ectional modulation spectrum is given by

Pm(k, _) = V-_{"Icot _ 2 tan el_ k2F(k, _) (4)

where F is the polar-sy_netric directional height spectrum, defined such that
the height variance,

<_2> = F _Fo_F(k, _)kdk_ (5)

Ne note that in (I) the azi,nuthcoordinate y was treated as rectilinear; this is
permissible For directionally spread seas. The wave front curvature enters, alonq
with the Finite footprint size and antenna rotation, in determining the direc-
tional resolution. In the satellite case the resolution is typically l° (200 m
water wave), while in the aircraft case the resolution is typically 20°.

The ROWS data processing, described in detall in Jack,on et ai. (1984a),
consists of first correcting for the wave front sphericity on a_ul-se by pulse
basis on going from the signal delay time to the surface range coordinate x, and
then integrating the pulse returns in surface-fixed range bins over a time cor-
responding to 15° of antenna rotation (N : 42 pulses). The surface tracking is
accomplished using an input aircraft speed. The modulation m(x, ¢) is then com-
puted by normalizing by an estimate of the average power envelope <W_x, ¢> ob-
tained by averaging over several antenna rotations. Unity is then subtracted ana
the data are rewindowed and the spectrum Pm(k, ¢) computed by fast Fourier trans-
form. The final estimates of Pm are obtained by averaging the spectra over sev-
eral antenna rotations, subtracting a computed residual fading spectrum, and cor-
recting for the finite pulse response (20% spectral roll-off at 40 m wavelength).

We note that the tilt model solution (4) has been shown by Jackson (1981) to
correspond to the first term in a series expansion of the geometrlcal optics
solution for Pm, where the ordering parameter Is the large-wave steepness, Non-
11n_ar terms, both electromagnetic and hydrodynamic, were found to be small pro-
vided that i) F2 is sufficiently large (wind speeds greater than ca. 5 ms-l), il)
the incidence angle lies In the range of 8°-16°, and lii) the large-wave slope
is not too large (steepness < 0.I_). The ROWS technique in general, and the
tilt model result in particular, ha_ been extensively valldated by Jackson et
al. (Ig84a). In the followlng, we will illustrate the power of the ROWS technlq_
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the ROWS,lata. The data to ho shown hlw" h,_.,l trdnsF)rm,,l _'f" )rn ._I(_[)(I .;p_,ltra rn
.., h_iqht sr)pctre in the frequ;,ncy do'gain assuming tit,, linear Im_n-wat-_r ,i;s2_,r_fnn

relatfoflshin. _]._n. we haw Synmrtrizml fhp n!)9_,r'v;,( i _q' 'm_d,Jl4*i )q %l)pctruiq
SO that it is strictly polar-symmetric (this h4., f_i_. #,ff_(-_- c)f ,!o,!t, llq(l the (i()-

% qrees of frr-r.,fO,n and eliminating any upwave/dhwnw,_w= .IsV,,,,nPtrv that _qav ,-_)sljlt
, + LJ.frn,n second or,l_r effects). The hp_qh* -];)n.-tr=. Ire. _1_);';3,;.,',_ fr,.- ,,,; ;y,iH._,.r izF.il

. ,mJd;jlati,)n _l)ectra a_:cor,llqq to

S(f,' )-: !Pl,,f) Pro(K,'_/ (5)

where .-_ i_ th,._ sensitivity coefficient, the factor )_ _'F in '4!, f _s th..' f,-n-
qupncy in Hz, and where S is defined so that the va_IdncF_ <_' " _f..<.),Ill..
FhP final spectra shown he_ were o!.t]ined from ,,','-. or- ',..', , ,-.,,..,._ _-;_ _F., ms,
an'l so the deqrp_s of fr_;ml,),n _f tb,' 'iir_r_,)na I _'_'_ " ._ " ,_','dnhere
_Itlm_'?r no loss thdn _ Y _ ' '_' :" '!:._......,_ f ,:',"' ._.,", ,',-.,q,lir:_c-

.tional spe,'tr,_ ,i:imber ',everdl h:lq,lrel ,'th ]_) ('f!']' ],lF'll r ,' I_ ',i* ,r ..... ,_ shown).

P. FV_,l,i&ll_)fl _'_r itlr4;QAST _;I)E! _R_a,:,'",N(_- "; %.',)RM C_';I,[f[,l,*l <-,

"- Nur uresent understandinq of the kasic physics of ocm_n waves is to a larqe
_xtent embodied in numerical wave forecast,/h_n,lcast ,no<lels, specifically, in the

- right hand side of the spectral enerqy transport equation. Considerable tlncer-
; tainty exists in the parameterization of wave spectral qrowth (an,ldecay) under

the action of variable winds, particularly in the Specification ,)f directional
distributions and the redistribution of ,vav# pnerqv over lirection in turninq

' _]q_4) mnH_=.]int_rcom-w_nd Fields. This i_ ahundan*Iv clear from Hasspl,qann 5 ..
parison report. We have undertaken a _tudy with V. rar,lom_ fqceanwr_ather, Inc.)
comoarinQ R_IWSdata taken in th_ Norwelian £_a d lriqq an fn_nse storm to snecial

. hindcast runs with well-specified wind fjpl,i_ !or as w.ll-sp:Kified as po_sihle).

The comparison is particulsrlv interpstiqq b_cause the stnr'm nnt only produced
very high spas (ca. Ill m), hut created a cn,nplpx, rapidly evolvinq wave field.
The cnmparison thus provides a strnnq tr_t of mod,_l performance. Initial nodel

runs have been mad_ with a fine-mes _ fl(lO km/R hr) version of Cxlrdonp et al's

(1976) ODGP discrete spectral model [a variant of the lJ. S. Navy's o_)e-ratF6nal

£(-IWMmodel) and with a coupled discrete model, the SAIl model (cf. Masselmann,
1984). The hindcasts used all available ship wind reports on record and aircraft

winds obtained during a low-level flight leg. The ,nodeled area was the N. E.

Atlantic, and the spin up time (before the flight of interest) was two weeks.

I
The NASA Ames' CV-990 flight track and ROWS data takes betwePn ca. 0800 Z i

and 1000 Z on Nov. 3, 197F_are sho_n in Fiqure 2 along with the nearby ODGP model i

i qrid points. The flight track constitutes a box pattern measuring ca. 150 km i
, (N-S dimension) by 700 km (SW-NE direction)• The aircraft altitude was ca. 10 km.

; Ten ROWS files were obtained in the flight box; these are indicated by the let- _
ters A-J in Flqure P. At the northern end of the box, close to file A, is the

= weather station Tromsoflaket (TROMSO) which provided 3-hourly wind reports and !

Waverlder wave spectra observations. The synoptic situation at 1800 Z on Nov. 2
} at about the peak of the storm Is shown in Figure 3. By flight time, the low l

had moved to the north of the box, and the winds had shifted to westerly over i
the northern end of the box. The high pressure ridge also moved northward, Its '-
axis transectlnq the midsection of the box at the time of the fllqht. Figure 4 !
is a Presentation of the ten files of ROWS data in the form of polar contour

plots of directional height spectra laid out on a map of the Norweqian _ea. The
spectra, contoured at equal Intervals, are scaled to the peak values; absolute I
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energy levels are indicated by the estimated siqnificant wave heiqhts given
numerically in meters beside each _nectrum. The spectra showrl are one-si(i_d.
The 180 ° ambiguity in the ROWS spectra was resolved and the true direction uf

: wave travel determined on the basis of the synoptic situation. ThP synoptic
,j'_ view of the wave field in Figure 4 shows two mdJor wave trains trave]inq at

nearly right angles to each other. The NE travelling component appears to enter
the box at the southern end more or less as swell, decay slight]y, and then clrow

, rapidly in the stronqer winds in the northern end of the box, where the winds
are westerly at ca. 20 ms -I The NF dirpction of this wave train is ma;qt,]ined

over the entire 700 km distance of the flight legs. Only at the northernmost

location does one see energy appearing in the loca! wind direction (this is

evident in the comma shape of file A). The SE trave_inq comporlent is evidently
a pulse of wave energy generated in thp western sector of the rapidly movingE

cyclone at ahnut the IRO0 Z map time (Figure 3).



An _ndication of the quality of the ROWSdata is given by Figure 5, which
c,_,,Ipares the nondirectional spectrum of file A/subfile a with the TROMSOWave-
rider spectrum. The agreement is seen to be excellent.

The results of the first ODGP model run showed basically good agreement
with the ROWSand TROMSOsignificant wave heights and nondirectional spectra.
However. co_parison of directonal spectra showed immediately that the model had
failed to produce the SE travelling component" in the strength observed. This was
seen to be due a poor kinematic analysis for' the data-sparse western sector of
the cyclone. Figure 6 compares the ROWSspectrum for file _ with the ODGPhind-
cast spectrum for grid point 254 (0900 Z) in FNOC/SOWM/OL)GPvariance format.
Only _ trace of the SE travelling component is seen at higher frequency. We see
further in Figure 6 that the hindco_t is also severely underestimating the
strength of the NE travelling component, which is only weakly represented in the
hindcast as an islet of energy near 0.0£5 Hz. The hindcast is evidently putting
the energy of the NE component (to 45°) into the local wi_d direction (to 90°).
While the model errors here are ob/ious, it is important to note that they are
nften masked in the nondirectional spectrum: Thus, the nondirectional spectra
corresponding to Figure 6 shown in Figure 7 are quite close and give no clue as
to thp seriousness uf the actual hindcast error. That the model should perform
better for the integratedproperties should not be surprising since the greatest
uncertainty in wave ,_odeIstoday lies in the modelling of the diFectional re-
sponse to varying winds (the directional relaxation problem).

second ODGP model run with a new kinematic analysis of the western sector
of the cyclone essentially correctly reproduced the observed SE airected compo-
nents. However, the model still tended to place more energy in the local wind
direction than actually observed. A First run of the SAIL model exaggerated
this tendency in the ODGP. Additional runs with the SAIL model will be made
with slower directional relaxation rates- also the the nondirectional growth
rates will be t_ned to maximize the agreement with the ROWS (and TROMSO) wave
observations. In summa-y, this hindcast comparison shows i) how the ROWS obser-
vations pointed immediatelyto wind field specification errors, and ii) that th_
directional relaxation rates especiall) of the newer-generation coupled models
(cf., Hasselmann, 19_4) are too fast. This latter observation is supported by
the results of the next case study.
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3. FETCHLTMITEI) WAVEGROWTHORSERVEDDURINGMASEX i
: !

The GSFC r;dar was installed on the NASA Wallops' P-3 aircraft in IgR2 with
an improved antenna system installation (which eliminated diffraction problems

L experienced in the Fall '78 Mission data). The main reason for the switch of
platforms for the ROWS was to be able to fly in concert with E. Walsh's Surface r
Contour Radar (SCR), a 36 GHz, direct topoqraphic mapping radar, in order to oh- !
tain hiqh resolution directional spectra for intercomparison/vaIidationpurposes.
The ROWS participated in three ,iointflights with the S_ during the MASEX (Me_o- {
scale Air-Sea Exchange) experiment in January 1983. Besides systems interco.npar- i
ison, the flight objective was to obtain data on the evolution of the directional
spectrum with fetch _uring strong cold air outbreaks off the east coast of the i

t
U.S. Figure 8 shows the ROWS flight track (7 km altitude) for the 1/16 MASEX
flight, the tape/file numbers being indicated by numbers and letters. The wind
was approximately 12 ms-[ blowing offshore normal to the coast and to within
a few degrees of the flight track. Figure 9 is a selection of the ROWS direction- l
al height spectra from the 1/16 flight. Figure I0 shows the entire sequence of i

-c. ROWS-inferred nondirectional spectra for the f11ght leg extending out to ca. 300 I
km. The ROWS directional spectra of Figure 9 show two nearly equally energetic !

z wave components, one travelling downwind, the other travelling in directions
... nearly opposite to the line-of-sight Jirections to the mouth of the Delaware Bay. I

The angles of the 'Delaware Bay' component are seen to be steeper than the line-
!

_, of-sight angles to the mouth of the bay; thls Is apparently due to refraction
; near the mouth of the Bay. The existence of this strong off-wind component was I

first discovered by Walsh et. al. (1982). It is evidently due to fact that the )
. _ waves outside the mouth of-'t-he_avhave a 'leq up' over the waves further south i

! alonq the coast. These waves may then enter a more rapid growth stage (Miles' i
qrowth) earlier than the downwind waves along the track. There is also the pos-
Iblllty that these waves are preferentially qrown (In flle 4-c these ,ayes are i

4 t
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seen to exceed t_e downwind component) because they are very close to the
Phillips' resonance curve (shown as the horizontal line in Fiqure 9). Most im-
important, we observe in these spectra that over the entire fetch the off-wind
component does not turn into the wind direction: It is not 'absorbed' by the
'local wind sea' (downwind component) until its mean direction lies well within
the directional spread of the downwind component. This observation runs counter
to current theory (Hasselmann, 1984) which would ascribe a strong directional
coupling to the two components. On the contrary, the two components appear to
be uncoupled, or at the most only weakly coupled. This behavior is consistent
with what we have observed in the Norwegian Sea hindcast study. Preexisting
components are not easily turned into the wind direction, nor do they tend to be
absorbed by the local wind sea. This conclusion was reached also by Holthuijsen
(1983) who found strong off-wind components in fetch-limited spectra in the North
Sea, also due to coastline irregularities. The ROWS (and SCR) spectra frem the
two other MASEX flights similarly show strong off-wind components that point
clearly to major embayments in the Middle Atlantic Bight. Similarly, also,
these components appear to be decoupled from the downwind component. Figure 11
is a ROWS height spectrum from a flight down-fetch of Long Island which shows
dominant wave energy not ih the wind direction (to 160°), but at an angle point-
ing to the center of the Block Island/Rhode Island Sound complex.

The ROWS data of Figure 11 can be compared to nearly colocated £(R data in
Figure 12. The overall agreement is seen to be excellent. Slight discrepancies
are most likely due coloration discrepancies, both spatial and temporal. It is
worth notinq here that apart from stereo photoqraphy, only the S_R ceuld have i

provided this kind of hlqh resolution intercomparison data. |

241

1984019194-246



ORIGINAL PAGE IS
OF POOR QUALITY

2S.0

20.0 _ __ -3A

_ 16.C--

_ 10.0 --
Z
w kA/

s.o !/ ,

J

o.0

FREQUENCY. Hz

: / \ I0. ROWS Nondirectional Spectra from
! 1/16 MASEX Flight for Unit Sen- i

sitivity Coefficient. !

i

{

i
(
i

Fiqure g. Examples of ROWS Directional Height t
Spectra from 1/] R3 MASEX Flight. _._
From top to hot_ he files shown
are (cf. Figure _j 3B, 4C, and 3C. i

<i The aircraft heading, equals the I
(anti) wind direction, is to the top !

i of the page° The arrows indicate )

the llne-of-siqht anqles to the J)
mouth of the Delaware Bay. The
horizontal lines are the Phillips'
resonance curve. The spectra are l
contoured with six equally spaced I
contour intervals scaled to the peck i
values. Frequency rings are

• -_ 0.10 Hz and rl.20HZ. i

)
,c t

,. 242 1

-?. ;

-.i t

]9840]9]94-247



ORIGINAL PAGE i$

lid

oil --n. o_ oo ol o_

Figure II. ROWS Height Spectrum from Figure 12. SCR Height Spectrum for
1/20 MASEX Flight. BIC is Comparison to Figure 11.
Block Island _mponent. Colocation is not exact.

A thorough analysis nf the MASEX data set should go a long way to r,_solving
some fundamental issues in the physics of wind-generated ocean waves, at least
in the macroscopic, or practical modelling sense.

4. 'THE SON OF SWOP'-- AN OBSERVATION OF A FULLY DEVELOPED SEA

A detailed analysis of a Fall '78 Mission ROWS observation of a fully de-
veloped sea in the N. E. Pacific and intercomparison with a pitch-roll buoy
is given by Jackson (Ig84b). The ROWS-observed directional spectrum of the 3.3
m significant wave height sea is given in Figure 13, and the nondirectional com-
parison with the buoy is given in Figure 14. The directional comparison (not
shown here) gave excellent agreement in terms of the mean wave directions and
directional spreads as functions of frequency.

The observed spectrum in Figure 13 bears such a remarkable resemh!ance to
the classical SWOP (Stereo Wave Observation Project) spectrum (Pierson, 1960)
that we have dubbed this ROWS spectrum 'The Son of SWOP'. The two spectra have
nearly identical half power widths (80° at peak to 120° at high frequency), and
both spectra exhibit nearly identical bimodal structures which accord with the
Phillips' resonance condition. The Phillips' resonance angles y , determined
according to the resonance condition,

Uc cos y : c(f) : q/2_f (6)

where Uc is the windspeed, or convection velocity, and c is the water wave phase
speed, are indicated by the arrows in Figure 15 where U. : 14.2 ms"I is chosen to
gl':_y : 0 at f : 0.11 Hz. The agreement with the observed modal angles is seen
to be very good. Thls observation is seen to confirm Phillips' orlginal conten-
tion (Phi111ps, 1958) that the SWOP spectrum blmodallty was a real manifestation
of the resonance mechanism and not a statistlcal fluke.
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5. CONCLUSION "i
%

This paper has emphasized the use of the ROWSin case studies of wave physi-
cal processes. The results, while preliminary, give an idea of the enormous
potential of this remote sensing technique. Further study of the Norwegian Sea
case and the MASEX data shoud permit more concrete, quantitative statements
regarding wave growth and directional relaxation. The 'Son of SWOP' observation :
fairly conclusively demonstrates that the Philips' resonance mechanism is indeed
operative in the the fully developed sea state and is a major factor in determin-
ing the directional structure.

We have not dwelt on the details of the ROWStechnique here, its accuracy,
• or its ultimate space application. These aspects have been extensively delt

with in Jackson (Iq81) and ,Jackson et al. (1984a). Howeve-, the reader may
appreciate the remarkahle accuracy of the indirect ROWSmeasurements by again
examining the Waverider buoy, SCR, and pitch-roll buoy comparisons given respect-
ively in Fiqures 5, 12, and 14: The technique appears to be very accurate, at

: least for sea states above 1 m, and providinq the windspced is greater than ca.
f

5 ms-I. Similar accuracy is possible with a spacecraft system emnloying present _
" generation short pulse radar altimeters.

,r
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NON-GUASSIAN STATISTICAL MODELS OF SURFACE WAVE FIELDS
FOR REMOTESENSING APPLICATIONS

; Norden E. Huanq
NASA, Goddard Space Flight Center

Greenbelt, MD 20771

Rased on the complete Stokes wave model with th_ bias term at,dusing a simple
maoninq approach and an iteration solution method, we established a formula for the
_oint probability density fuction of the surface slope-elevation of a nonlinear ran-

"i dom wave field. The formula requires three parameters to define the whole density
function: the rms surface elevation and slope values and the significant slope. This

_. model represents the dynamics of the wave in a more direct way than the Gram-Charlier
approximation. Based on this new statistical model and laboratory experiments, form-
ula and numerical values of EM bias and dynamics bias are derived. The results inidi-

_'_ cate that various biases should be considered seriously if accuracy of the altimeter
¢ measurement is required in centimeter range.

1. INTRODIICTION
_

_ Wind waves are always random. The randomness is the result of the generating
forces as well as the consequence of the dynamic processes in wave evolution which
induce different kinds of instabilities. Consequently, the onJy meaningful descrip-
tions of the wind wave fields are the various statistical measures; among them the

_C probability density functions of the surface elevation and slope are the most basic
ones. With the recent development of active microwave remote sensing the techniques,

:_ the need for the statistical description of the ocean becomes more urgent, for the
-! return signals of the radars are various convolution of radar signals and the ocean
;_ surface and these return signals are our only information sources. Successful extrac-
. tion of the qeoqphysical parameter, therefore, depends critically on our knowledge

of the ocean surface statistical properties. For the remote sensing applications,
the most important statistical measure is the joint probability density function

; of the slope and elevation of the ocean surface.

; This specific probability density function is necessary for evaluatinq the back-
scattering equation for a near nadir-looking radar as stated by Barrick (1972), Brown
(197B), Valenzuela (Ig78), and Jackson (1979). Unfortunately, due to the nonlinear

_ nature of the ocean waves, a realistic functional form has been elusive. Faced with
this difficulty, past investigators have adopted a simple model that assumes all the

4_ statistical processes to be Gaussian and joint Gaussian. With thls assumption, the
statistical properties of the ocean surface become totally independent of the control-
linq dynamic processes. Consequently,the treatment of the ocean surface statistics
is no different from any other random Gausslan process such as the noise of electronic
circuitry. Indeed, most of the p-esent statistical results used in describing the
ocean surface can be traced to the classical set of papers by S. O. Rice (1944, 1945
and 1948), with certain extensions into two dimensions by Longuet-Higgins (1957, 1963,
for example). Because the randomness of the ocean surface wave is the consequence
of the generating forces as well as the controlling nonlinear dynamic processes which
include various types of instabilities (see, for example, Phi111ps, 1977 and Yuen
and Lake, 1982), the resulting surface geometry can not be adequately described by a
linear superposition of statistically independent events. Thus the statistical pro-
cess can not be Gausslan. Therefore, any results based on a Guassianassumption, :
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• though perhaps useful for some qualitative purposes, do not satisfy the need of our
present and future enqineering and remote sensing requirements.

_, The nonlienar effect nf _ravity waves on statistical properties of the wave field
has been investigatedfirst by Longuet-Hiqgins (1963),who treated the surface statis-

: tics as nearly _dussian and represented it by a Gram-Charlier series in which the
skewness nf the surface elevation was determined through rigorous dynamic equations.

. Thi_ analysis was later extended by Jackson (1979) to the joint probability density
_ distributio_ of slope and elevation These results represented a major breakthoughm

in the non-Gaussian statistical description of the ocean surface. Successful as they
were, there are certain shortcoml,;gs: the dpproximation gives negative density values
and it requires higher moments to implement. These shortcomings put a limitation the
applications of the results.

Recently we established a mapping technique to model the non-Gaussian process of
= the ocean surface. This technique was first used by Tayfun (1980), and was later suc-

cessfully modified and applied to the non-Gaussian processes described by the nonlin-
ear surface wave elevation density fbnction (Huanq et al, 1933) and joint slope and
elevation density function (Huang et al. 1984). In this paper we will summarize the
technique used i,iconstructing the non-Gaussian density functions and discuss the
specific applications to the remote sersing techniques.

2. THE NEW STAFISTICALMODEL

The new statisticalmodel for a nonlinear deep water w_ve field is based on the
Stokes expansion, i.e.

a_k 3a3k2
_=_I _2 k + o. cos O(._ T cos zo(. + _ cos 3,)(+,.,8 (2.1)

Let us start by considering the linear Gaus;in case for which the sea surface can be

represented hy
i

¢I = a cos x' (2.2)

with x as the phase function

x = kx - nt +¢,

where k is the wave number, n is the frequency and _ is an arbirary phase shift uni-
form3y distributed. It is well known that if a is Rayleight, the K1 is zero-mean
Gaussian (see, for example, Papoulis, 1965). For the same amplitude and phase func-

• tion,

_2 : a sin x , (2.3) ;

__i is also Gausslan. Furthermore,r,la d {2 are statistically orthogonal to each other.J
f [

( Bas_.don cl and c2, we can define the normalized random variables I

z,- = J (2.4)' I

_ wlth the overbar indicating mean quantity, and the joint probability of ZI and Z2 Is
simply i
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I
p(z,,z_)= ± e,p{--_(z,_.z_ )} (2.s)

If the surface wave prefile is represented by the Stokes wave, a normalized zero-
mean random variable can be defined as

R = (__ _),/2- T " (2.6)
where _ is the standard deviation of the surface elevation. From _,..I)we can also
get the surface slope

_3X3 S,',30( .... (2.7){x " - (_k st'n0(- _.ZkZs?n 2X 8

Again, we. can define another normalized zero-mean random variable from (2.?) as

;'-2/,/z (2._)

In terms of ZI and Z2, n and _ become

in which

N = ( I.-,.,_z§z )Yz,

M = (' �Ô�˜�˜�'/z,
and § is the significant slope of the wave field defined as

§ = (_-_)9_/_,

with X =2_/k.

Since wo know the joint densitj function of ZI and Z2, it is easy to write the
.|ointdensity function of any two functi._ of ZI, and Z2 through a ,nappingtechnique
known as the fundamental theorem of probability (Papoulis, 1965), i.e.

Z,, 22 (2.10)
l)(z"zzldZ'dZ'=iPlZ'(q'_)'Z"(1'glIJ(rl'I )dldg '

in which J() is the Jacoblan of the transformation.

Following this rw_thod,Huanq et al. (1984) obtained the .iolntslope-elevatlon
density f0mction as:

i_(q,_)= z.--,_-
Nz_l I z

•,,.xp-{ ._ [('7q'/4-(_nz*_+ qMzq_S=/4N,)NZl z _.l

Statlstically,tt_eJoint specular point and elevatlon (:Istributlonis the conditional
distribution of

'P( (, I _r, _,o ). (z._;_)
For a long crested wave fteld or a narrow band of energy spread case,

t
I
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Thus a good approximationof the specular point distribution can be obtained by simply
setting r =0 in (2,11). Hence, in terms of the normalized variable,

b

"P(ql S:o) = 2Z_ l-4_ck + (--_-- 4)_Zk _

•e_p -_ "17 _4-61z+1)N2_kz

where _ is the normalized factor to guarantee

.I  (ql%:o)al :
-(1)

' From equation (2.II) and 2.14) we can see that the density functions are obvious-
ly skewed wlth respect to n. This skewness is caused by the harmonic distortion of
the wave profile described by Stokes expansion. Comparison between the throretical
and experimental results have been presented by Huanget a]. (1983, 1984). The agree-
ments are all good.

3. REMOTE SENSING APPLI_TIONS

A particularly interesting aspect of the specular point density functions is the
: location of the mean. More specifically, the difference between the mean of the spec-
: ular point density and the mean of the surface elevation density functions. This

difference is the critical electromagnetic bias (Jackson, 197g; Walsh et al., Ig_3),
for the mean tea surface measured by any nadir looking electromagnetic_ev-Tceis not
the true mean out the mean of th6 reflecting facets or the specular points. Based
on our observational data, the mean is determined and plotted as a function of the

, _igniflcant slope in Figure 3.1. The data show an almost linear increasing of the
blas. The mean value of the theoretical model can be calculated by the ratio of the
first moment to the zeroth moment of the density function. The value of the bias Is
the difference between the corresponding values of the mean in specular point density
and elevation density functions. The numerical value calculated based on (2.14) is
also given In figure 3.1. Although they do not exactly coninclde, the trend Is
unmlstakeable. Better model wlth more realistic wave profile In two-dimenslon may
be needed.

Another aspect of the nonlinear effects in the wave proflle is the non-zero
mean - the deviation of the local mean surface under waves from the undisturbed calm
surface. The existence of thls non-zero mean in a nonlinear wave train _ _ been shown
by Stokes (1880), Raylelgh (1917), De (1955) and, more recently, Schwartz (1974) and
Lnnguet-Higglns (1915). In the past, the terr aZk/2 In equation (2.1) has been treated

- as a negligible constant In all wave studie_. I[ Is discarded by simply shlftlnq
_ the coordinate system up by the exact amount of a_k/2. Thts ts permissible as long
_" as our interest tn the oscillatory part of the motion. But the coordinate shifting

ts no longer permissible for our present interest because the amount shifted ts
precisely the dynamic sea state bias which could have far reaching consequence tn

;'- the accurate determination of the mean sea surface using an altimeter.

The existence of thts non-zero mean tn a nonlinear wave train can be explained
by mass balance tn the wave motion. It has been shown by Stokes that a non-zero

_,. mean mass transport always accompanies the wave motion. For deep water waves, tht;
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v__loci ty is

". _. o_n k ez_z•- = 13.1)

where Z is the vertical position of a p6rticle. The rate of total mass transport
• throuqh any vertical section is given by

q = S° _n k e,_"d= = _n/_ (3.2)

Thp surface elevation change caused by this mass transport can be calculated as

: "K,, " <_T/_ , (3._)

in which T and _ are the wave period and wave length respectively. Using the defini-
tior,of wave number and frequency, one can easily show the equivalenc_ between (3.3)
and t,e constant term in (2.1).

For a random wave field, the Stokes drift is given by Huang (1971) as

fT- ,% =" I 2nk X(k.t.,n) _.21KIZck_drt (3.4)

Therefore, the rate of the total mass transport _s ._

. _° (3._)Q =: j _;L dZ !
and the hlas is "_" !

zl_lz i
t

-w l(_ I

(3._)

(

in which X(k,n) is ; _:tional wave n_mber frequency spectrum. In order to evalu- {
ate (3.6), a speci ,,:i c ,um form has to be adopted. Since the quantity souqht here ,_
in a scaler,Ah, we c_n reduce (3.6) by using the dispersion relationship to eliminate
k and reduce Y(k,n) to a simple frequency spectrum. Then adopting the simplified ,
Wallops spectrum model (Huang et al., 1981), we obtain

Z_Kw : ZqI( _)Vz § (.m-,;/(m-3) , (3.7) :l
,{

where m is a :Imple function of the significant slope, §, defined by
i
|

,,,,= I ( >'/ :' l ,
and ;'I

)V, i,.. /;,.,
with Xn as the wave lenRth of tile wave having a frequency at the peak of the spectrum,

no" _,
If the significant wave hetqht, H1/3, is used a:; in most practical applications, (3.7)

. can be written as

,*" )

le' z
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The typical value of § in the open ocean is around 0.01, which gives the value of m
around 10; the dynamic sea state bias, _h, would be around 1.5% of the significant
wave height. During a storm, the § value could reach 0.02 as an upper bound, and then

Ah would be a_ hiqh _s 3% of HI/3. For the sea state dominated by swell, however,
the dynamic bias can almost be neglected because § would be of the order of 0.0(]Ior
less.

As an estimate of the maqnitude of this bias, we use the empirical formula given
by Neumann and Pierson (1965), then

HI/3 = 2.12xI0-2 W2 (3.g)

for a fully developed sea. Under such conditiors the phase velocity of the energy
containing waves equals the wind spe_d. Thus the sea state bias can be written as

_w = 2.7_ x10-4 _V 2 (w_-,)/(,_-_ . (3.10)

This value is plotted in Figure 3.2 For all wind speed, the high sea s_ate this
bias is not negligible.

4. OONCLUSION

In this study, we summarized the non-Gaussian statistial models based on Stokes
Wave expansion. The few statistical model indicates the existence of skewness which
is the cause o_ the EM bias in the remote sensing application. Furthermore,the exis-
tence of the non-zero mean in Stokes expansion which contributed to the Skewness can
also cause a dynamic bias. The magnitudes of hoth bias terms are estimated. For
future altimeter applications, we should seriously consider the correction of these
blcses.
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ABSTRACT

There presently exists a growing interest in the remote sensing

of the large ocean areas, in an attempt to gain a better knowledge

and understanding in several scientific fields, including oceano-

graphy and meteorology. Space-borne microwave instruments have been

proved very useful to reach that objective; they are of both the
active and passive nature. Radars response is determined by the

" backscattering properties of the sea surface, implying for its inter-

pretation the knowledge of the scattering cross section in one direc-

tion only, whil_ radiometers response is determined by the emissivity

of the sea which is related to an integral of the bistatic scattering

cross section over all possible directions in a complete hez,'isphere.
If we do not remain at the level of purely empirical results, but try

to rely on a rigorous theoretical formulation, the relationships be- 4

tween radiometric and radar measurements is far from being evident,
and few people have investigated this aspect of the problem.

Alse when the results of the observations are related to the

physical parameters of the observed scene, as the sea surface temper-

ature and the wind speed, difficulties appear, because there is not

necessarily a unique solution for the values of the physical parame-

ters, given a set of measurements. Considering more particulerly i
the measurement of the wind speed and of related parameters such a_

the significant wave height, there is not a unique relationship be- <

tween wind speed and sea roughness, because a given sea surface may _,

be the result of various wind conditions. I

Our work is an attempt to relate active and passive observations i
of the sea surface to each other, considering that more information !

can be obtained from a set of instruments when they are not just

considered as _ juxtaposition of separate and independent boxes, but i

as a single complex instrument. A careful review of several ap- Ii

proaches to the solution of the scattering problem for a random z

rough surface has been performed. Inherent simplifications, and I

inconsistencies, are pointed out. To reduce the computation time to 1
reasonable values, an approximate model is selected and some numeri-

cal results will be presented in order to illustrate the benefit that 1 i

can be gained by a unified approach.
f
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ABSTRACT

Thls paper explores the potential for airborne remote sensing for atmospheric

sciences research. Passive and active techalques from the microwave to visible bands
are discussed. It is concluded that technology has progressed sufficiently in

several areas that the time Is right to develop and operate new remote sensing

instruments for use by the community of atmospheric scientlste as general purpose

tools. Promising candidates include Doppler radar a_d lidar, infrared short range
radiometry, and microwave radiometry.

I• INTRODUCTION

Aircraft have been used profitably In atmospheric sciences research for several

decades. The principal advantage of an airborne platform Is clearly Its mobility,
which allows it to sample the atmosphere in regioas In and near the weather and In

geographical regions around the globe. It has been traditional for researchers to

use aircraft to make very hlgh resolution, in sltu measurements of air motion,

temperature, moisture, cloud particle size distribution, liquid water, hydrometeor

phase, trace gases, and aerosols. In sltu measurements, while very precise, surf=-

from at least two significant problems. First, is the fact that measurements made

along a given aircraft flight t_ack sample a very small volume of the atmosphere.
For example, a particle spectrometer, flown through a cloud, will have a total a

sampl_ng volume of less than a cubic meter per kilometer of path length. There are

therefore significant concerns as to how representative such measurements are of
precipitation processes in other regions of a clou. _. Even small cumulus congestus
encompass a total volume well in excess f i0 m • Secondly, in sltu _robes are

adversely affected by Ic]ng and liquid water In clouds and may In certain

circumstances become inoperative.

The first of these problems has tended to , ; mitigated in part by the extensive
use of ground-based and satellite remote sensing techniques, which have provided
in_ormation on the larger scale structures of clouds and precipitation, while the
_Lrcraft have concentrated on the microphyslcal and smaller scale measurements.
?ontamtnation of in situ probes by the cloud environment remains a problem.

_The National Center for Atmospheric Research is sponsored by the National Science

Foundation. _ i
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There exist several important reasons for incorporating remote sensing tech-

niques to a greater degree on research aircraft. First, Is the great emphasis now

being placed on mesoscale meteorology as articulated in the documents prepared for a
national Stormscale Operational and Research Meteorology (STORM) program in the
United Sta_es. In order to conduct a true multi-scale investigation, that is, to

examine in a deftnttive way the scale interactions from the meso-alpha to meso-gamma

scales_ it is essential that instrumental coverage be extended to areas of the size
of one-third of the United States. The limlted numLer of research, land-based remote

sensors will dictate strongly that more remote sensing be added to research air:raft
for adequate three-dimensional observations of the meso-beta and meso-gamma scales.

In addition, the mesoscale programs of the future will place greater emphasis on

coastal regions, requiring extensive measurement capabilities over the oceans where

surface arrays of remote sensors are exceedingly difficult, if not impossible, to

deploy.

In a similar vein, it is expected that there will be new thrusts in global and

regional atmospheric chemistry and that combining chemistry with meteorologAcel meas-

urements will take on a greater importance than in the past. Global chemistry

measurement programs will require long-range flights over the open oceans. In these

flights it will be essential to define better the kinematic and thermodynamic prop-
erties of the atmosphere through the use of remote sensing. In regional studies

rela_ed to acl 4 rain, In situ microphysical and aqueous chemical measurements must be

augmented by information on the structure and phase of precipitation as _ell as on

the kinematic properties of clouds.

These scientific thrusts clearly point out the need for expanded use of remote

sensors on research aircraft. If the potential of airborne remote sensing can be

realized, it is possible to conceive of arrays of research aircraft used as highly

mobile beta and gamma scale networks, approximating closely the capabilities of the

more traditional, but fixed, surface research arrays.

2. STATUS

Appendix A provides a bibliography of papers describing remote sensing tech-

niques that could be deployed from aircraft platforms. Appendix B is a llst of

remote sensing instruments, available within NASA, which have been constructed and

tested to varying degrees. Neither appendix is exhaustive of the state of the art,
rather each is illustratlve of how much work has been accomplished in the field.

In light of the considerable history of ground-based remote sensing and of the
considerable research and development that has been conducted, one can legitlmately
ask why remote sensing has been 8o sparsely used in research aircraft to date. The ,_

reasons for this are many. Perhaps most slgnt_Icant is the fact that at the present
time airborne remote sensing remains in the developmental stage. Consequently,
remote sensing tools tend to exist within the doualn of specialists (scientists and
engineers) whose interests lie primarily with the development and/or demonstration of
observatlonal techniques rather than wit_ the interpretation of the data for atmos-
pheric research. This situation is similar to that which existed 15 years ago in the
fleld of Doppler radar _eteorolozy. Doppler radar hab now becoIe a widespread
research and operatlonal tool for meteorology partly because of major technologlcal
advances which took place in the late 1960's and early 1970's. More Important, hey-
ever, was the technology transfer that took place between the radar ueteorologis_8 of
the late 1960's and the broader comIunity of users. This technology transfer has

renulted in widespread acceptance of Doppler radar as a tool for ueteorolosists who
know little or nothing about radar. A similar technology transfer lust ease place if
other remote sensing techniques are to be effe_tlvely utiILged.

A second reason for the sparse use of remote sensing techniques is tha iLuple
fact that I_St reIote vensors have not dellvered all of the pot=ntial that has been
promised. The spatial resolutlon of passive techniquei has been lIIite_. For
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example, microwave radiometrlc techniques provide generally unacceptable resolution

in the vertical for profiling of temperature and humldlty. Aerosol backscatterlng

cross sections have not always been adequate for reliable coherent lldar measurements

at all altltude_ in the troposphere. Doppler radar use on aircraft has been slow to

develop because of uncertainties related to ground clutter contamination through

" antenna side lobes. The need for compensation for aircraft yaw, pitch, and roll adds

complexity and attendant cost to coherent radar or lldar measurements from the

airborne platform.

It is also true that many of the developmental remote sensing instruments have

not been packaged well for airborne use in that they are heavier, larger, and consume

more power than is desirable for many applications. Indeed, it is clear that smaller

aircraft, of the class of the NCAR King Air, will be llmtLed in their ability to

accommodate many remote sensing instruments. Because of this, larger aircraft such

as NASA's Convair 990, NOAA's P-3's, and high altitude aircraft such as the NASA U 2

o have been the platforms of cholce. The high costs of operating these aircraft haveb

served as impediments to many who would wish to use advanced remote sensing systems

for their airborne research. Aircraft have been used for testing these sensors but

_ often times their general purpose use on aircraft platforms has been overlooked. In

; addition, much remote sensing development has been undertaken for eventual use from
satellites.

±

t Despite these impediments, however, the future now is bright for airborne remote

sensing. There are many remote sensing techniques, both active and passive, which
can contribute substantially to the scientific challenges of the future. Short

range, rapid response measurements of temperature, wate_ vapor, liquid water, winds

and turbulence are all possible using infrared radiometry, microwave refractometry,

and continuous wave Doppler lldar veloclmetry. Pulsed Doppler radar systems will

make measurements of hydrometeor and wind structure in precipitation. Polarlmetrle

radar techniques will help to determine the three-dimenslonal structure of preclplta-

tlon phase and its evolution. Pulsed Doppler lldar methods are needed for measure-

ment of winds and turbulence in regions free of cloud and preclplt_tion. For meas-

urements of liquid water, research is now under way on microwave radiometrlc tech-

niques for measurement of the three-dimensional structure of the liquid water fields i
in clouds.

J

3. SOME PROMISING CANDIDATES i

3.1 Microwave Doppler Radar !

It is our view that the earliest significant scientific payoff will come from

airborne Doppler radar. Mueller avd Hildebrand (1983) describe the capabilities of

airborne Doppler radar for two- and three-dlmenslonal measurements of air motion in I

t precipitation. This work, a cooperative effort between NOAA and NCAR, has lllustra- i
, ted that properly process_,d airborne Doppler radar measurements differ only in small ;

detail from those made by jround-based systems and moreover are as physlcally plausl-

ble as are those obtained from the surface radars. Before the end of this decade, we I
should see improved Doppler radars on both of the NOAA P-3 aircraft, on the NCAR

- Electra, and nn the NCAR King Air. These radars should be designed with adaptability ]

to other aircraft in mind. In particular, there is a great need for down-looking [

•_ Doppler measurements from high altitude aircraft flying over convective storms, z!

, These vertically pointing measurements, when co_Ined with horlzontally scanned data I
from lower altitude aircraft, will permit accurate estimates of thL vertical fluxe_ I

of mass and moisture in mesoscale convective systems and in tropical cyclones
I

Aircraft platforms will dictate that some compromises in _ystem performance be

made. Wavelengths at X or K band will probably be used which will provide acceptable
spatial resolution but which will prohibit quantitative precipitation measurement in

heavy raln. Such effects are however mitigated in wrt by che mobillty of the plat-

form. The initial implementation on reseat :h aircraft will be single wavelength
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systems. More sophisticated systems are ]ikely to follow which will provide wave-

length and polarization diversity capabilities for more quantitative determination of

" precipitation phase and evolution.

;_ 3.2 Doppler Lidar

• Doppler lidar is also ready for deployment from aircraft. While pulsed systems

still require development, CW Doppler lldar can be effectively utilized now. Cannel
et al. (1983) describe a CW system which has been installed on the Royal Aircraft

Establishment (RAE) |{S-125 foz studies of wind shear. The system has proven to be

tellable, accurate, and easy to maintain. Keeler and Serafin (1983) have suggested

% that a scanning CW system, focused a few meters ahead of an aircraft can be used as a

substitute for mechanical three-dimensional gust probes such as that described by
Lenschow (1978). The feasibility of the lidar gust probe system is expected to be

_emonstrated further through test flights in the spring of 1984 in a collabcratlve
; effort between the British Royal Signals and Radar Establishment, the RAE, and NCAR.

Successful tests will lead to the design and development of a scanning research

system for the NCAR aircraft.

The great interest in "ind measurements from space as described by Huffaker

(1983) is resulting in substantial new development in pulsed CO2 systems for air

motion measurements. Bluecteln et al. (1983) have reported on comparisons between

-" wind field measurements obtained by airborne pulsed Doppler lldar and ground-based

= pulsed Doppler radar. Their results show good agreement between the radial velocity

fields but poor correlation in the derived eddy fields. Considerably more research

[ and development is necessary in order to make pulsed systems practical for general
purpose use. However, the potential for vector wlnd field determination in the clear

: troposphere is so important scientifically that chls work is certain to continue to
its suc:essful fruition.

3.3 Infrared Radiometrlc Measurement of /n-cloud Temperature

Great difficulties are enccdntered with present in situ probes for accurate tem-

, perature measurem_ncs within _louds because of dynamic heating and wetting effects.

Reverse flow housings have been designed to inertially separate air and cloud parti-

cles; howe_er, these are as yet questionably effective and generate additional prob-
lems because of flow turbulence around the sensor element. With proper design,
remote radiometric measurements can be obtained in the near-field of the aircraft

without suffering these deleterious effects.

Radiometric measurements of temperature in and out of clouds h_ve _een _de pre-
_iously in the 15 _m infrared caLDon-dloxide rotational band. Recently, Albrecht et

i al. (1979) have reported on a series of measurements using a moderately narrow band
! thermistor bolometer detector centered at 14.8 _. The effective free-air slmple

pat_ length was of the order of I00-200 meters at lower flight altltudes, larger
sized hydrometeors at nonequillbrtum temperatures within the sample volume ,=mused the
measured temperature t_ be weighted in an unknown fashion by precipitation, while
cloud particles caused _ignificant sample volume variations for measurements made in
clouds. Otner errors originate because of temperature variations within the radio-
meter itself as a result of its exposure to the variable temperature environment of
the aircraft at flight altitudes.

These problems at 15 _ wavelengths appear to be eliminated as a result of a
4.3 um radiometer by Ophir Corporation, Denver, Colorado, beln8 developed under NCAR
contract. At 4.3 _, sapphire optics can be used with negligible emission tempera-
ture error at all flight altitudes. A fast response sensitive lead selenide (PbSe)
detector c_u be used, which more than compensates for the lower radiance at 4.3 ,_m as

compared to 15 _m. The sample path leugth is such that two-thirds of the received
energy originates within the first two miters and almost all the energy received Is
from the first ten meters of sample path. Because few hydrometeors of precipitation _
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size will be p_esent in this restricted sat,pie voiume, errors originating from pre-

c_p!tation are negligible. A prototype 4.3 _±m radiometer has been flight tested from

NCAR's Queen Air research aircraft. The results confirmed that the remote radio-

metrlc-measured air temperature is independent of speed (dynamic heating effects) and

the presence of cloud (wetting_. Construction of the first radiometer for airborne

use is planned to occur early in 1984 with flight testing scheduled during

Se?tember/October of that year. Design accuracies of 0.2°C and a frequency response

of at least I0 Hz are expected to be achieved. The successful development of this

device will pave the way for a differential absorptlen technique, in the same

wavelength regime, for high frequency humidity measurements.

Two additional variations are worthy of note. First, through selection of dif-

ferent optical narrow-band filters, the radiometer can be shifted to near)y wave-

lengths which are either out-of-band or on the edge f the band. This provides a

means for sensing other parameters. For example, a :adlometer operated with a narrow

band filter centered on 3.7 _ will operate in an "atmospheric window" and can be

used for remote surface temperatur_ .u_;_re_nts (of sea surface, clouds, land sur-

faces, etc.). This variation is planned for development concurrently with the in-

cloud temperature radiometer. Similarly, for either lead s=lenlde or thermistor

bolometer detectors, it zs possible to "de-tune" the radiometer center wavelength to

the edge of the absorption band such that sample _ath lengths are greatly increased. i

This allows remote temperature measurements wh[ch can be weighted with respect to

range. With appropriate scanning in elev_clon or wavelength, radiometers can there-

fore be used to obtain temperature nrofiles above and below the aircraft flight mlti-

tude. Such airborne application would be useful for boundary layer and inversion

studies. Also, because th_ sampling range increases with decreasing air density,

this application wo,,Id be useful for studies of tr_popause folding at higher flight

altitudes. Thi_ concept has been used on NA';A aircraft.

i

3.4 _omo_raphlc Radiometrlc Measurement of Liquid Water in Clouds !

A measurement of the emission from a spattal atmospheric distribution of

particulates can be particularly useful for the detection and monitoring of param- _

eters such as pollutants or naturally occurring atmospheric distributions, e.g.,

liquid water content in clouds. If a large number of such measurements along a !

series of intersecting rays can be utilized, then it is possible to compute the dis- i

trJbutlon through the use of tomographie _=thematlcal Inve_'sion procedures. Such

procedures have been in use in geophysical exploration, in radio astronomy, and espe- _
clally in medicine for over a decade. The technique is applicable for optical or

microwave frequencies. Warner et al. (1984) describe a ground-based system. !
I

Jack Warner (NCAR, Boulder, Colorado, USA) and Sean Twomey (University of _
Arizona, Tucson, _rlzona, USA) are collaborating on the development o_ the to_o-

graphic technique using scanning microwave radiometers from aircraft for the remote

sensing of liquid ,,ater content in clouds. The aircraft radiometers would be mounted i

to subtend a fixed fore-aft angle such that multiple rays would be provided as the

aircraft flies beneath isolated, developing cumulus clouds. Simulativn_ and a field

test of ground-based scanning radiometers operating at a wavelength of near 1 cm

(K-band) have been carried out, with the result that it appears possible using the ; i

tomographic inversion technique to measure the two-dimension_l distribution of liquid !
water content in an isolated cloud to an accuracy of 0.l gm- with a spatial resolu-

tion of a few hundred meters. In principle, similar results should be obtainable !

from the aircraft configuration_ It should be noted that at the K-band wavelength, i
the presence of ice particlcs is nearly invisible because of a greatly reduced !

emissivity of ice as compared to liquid water. It is also important to note Chat the !
method is accurate for drop distribu_!ons without appreciable water content t _ irops

greater than 1 _ dlame_er. Field flight tests a_e planned for 1985. !
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3.5 Temperature and Humldlty Profilln_ ,,

While coherent ]Idar and radar wi.[1 provide accurate measurements of air motion

• In the clear air and in precipitation respectively, accurat,_ and high resolution

measurements of temperature and moi qture remain difficult problems. Radiometric i

:, measurements in the oxygen and water vapor hands such :_ described by llogg et al.

_ (1983) provide estimates of the profiles of moisture and temperature but with poor
reso[ution in the vertica]. However, these techniques may b, more useful from air-

craft than from fixed _urface locatloos _ea,qp, althot,_h vertical resolution will

not be improved, the mobile aircraft platform wlll permit measurements of the meso-

scale variability ot temperature and moisture in the horizontal with substantially

higher resolutiou in the horizontal than is available from satellites. The result

will be a set of measurements from satellite and alrcr_ft that complement one another

by prcvidlng both large aerial coverage and high horizontal resolution.

3.6 Incoherent Lidar

Pulsed incoherent iidar is also now suitable or aircraft use. Single wave-

length systems can be inexpensive but tend not to be quantitative with respect to

detalled propert|es of the aerosol or molecular backscatterlng medium. They do how-

ever provide important information on boundaries and structure. Single wavelength

lidar will therefore be very useful for examining boundary layer height, structure,

and evolution, and because of the airborne platform, the mesoscale variability of

"'- these properties can also be observed. In a similar vein, single wavelength lldar is

? suitable for making highly accurate measurements of cloud tops _nd cloud structure.

Differential absorption lidar is :,re costly but offers more information. Profiles

of gaseous constituents including _ater vapor should be possible in the troposphere.

4. THE NEXT STEPS i
J

There is little doubt that the atmospheric sciences community can use airborne i

remote sensing very profitably. Indeed, scientific headway in studies of mesoscale

systems and atmospheric chemistry will be hampered significantly u.less aircraft are '=

suitably equipped to duplicate, in part, the measurement capabilities of surface-

based networks. This paper, llke many others on this subject, has addressed the !

issue of potential, but promising candidates for airborne remote sensing have been

discussed for two decades. The challenge facing the atmospheric sciences community

now is to put these techniques to use effectively. There is no universal _ormula for

success, but the following ingredients are considered by the authors to be important.

• First, there ,nust be an established scientific need and that need should come

from the community of users, rather than from the instrume, _ syg' leveloper.

" Second, users must be corm_Itted tc the development process, wo "'_

cooperatively with the instrument developer. I:. this way it I,, ,_- ed :\

- what is developed will _. useful to the nonspeciallst.

i

• Third, the lngt:ument must be well engineered, that Is, acceptably ,._- ' use. .,

Considerable attention must therefore be pa:] to reliability, c_l[l, _, , -,

display, data recording, and data analysis, i
I

• Fourth, tf airborne remote sensing is to advance to its potential, the larger I
aircraft platforms available in various agencies must be made available for the l,

-_ community at large to use with as few strings attached as possible. _t
k

• Fifth, there must be a co_!tment by the agency or group, into whose custody I
these instruments are placed, to provide adequate funding for malntenance of the

hardware and for guaranteeing operational readiness•

i
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• Finally, ndequa_e feedback between scientific users and operators must take
place. This can be accomplished most effectively by establishing sc[enttfic
competence within t.e framework of the operational team.

" Within our community, we expect to se_ widespread use of airborne Doppler radar
in three to five years. Coherent CW ltdar may also be available in this time frame.

"0n

Short range rapid response temperature measurement may achieve operational status In
two to t_ree years. Airborne pulsed lidar and microwave radfor _tric techn£ques are
also clrtically needed end should be developed as re earch L_olj wlthtn five years.

e
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APPENDIX B
fl

NASA/Goddard Space Flight Center

Remote Sensing Instrument Inventory

This Appendix list a number of the remote sensing instruments that may be

available from the Goddard Space Flight Center. The information was provided to the

authors through the courtesy of David Atlas, Chief of Goddard's Laboratory for

Atmospheric Sciences. Details about these instruments can be obtained from
Joseph McGoogan at the Wallops Island Flight Facility.

INDEX/GLOSSARY

Catalog Number Acronym Instrument Name

1 MCR Multtspectral Cloud Radiometer
2 CTS Cloud Top Scanner

3 CLS Cloud Ltdar System
4 AMMS Advanced Microwave Moisture Soundec

5 BRFI Bidirectional Reflectance Field Instrument

6 LAPR II Linear Array Pushbroom Radiometer
7 Biometer

8 OSC-£ Ocean Color Scanner-I

9 HCH Heat Capacity Mapper
I0 MLA(Sim) Multispectral Linear Arcay Simulator !
II RMR Rain Mapping Radiometer
12 CZCS Coastal Zone Color Scanner

13 ALRS Airborne Laser Ranging System i
14 AMMR Aircraft Mult tchannel Microwave ,

Radiometer
15 LBMR L-Band Microwave Radiometer ,

16 S'..'I.R Short Wave Infrared Radiometer

17 HI,A Multtspectral Linear Array

L8 RLS Raman LIDAR System
!

19 O_E Ocean Color Experiment t
20 MLS Bendix Modular Multtband Scanner

21 NS001 Thematic Mapper Multispectral Scanner _
22 0-2 TMS U-2 Thematic Mapper Simulator

23 U-2 LAS U-2 Linear Array Scanner i

24 Hygrometer i25 AOL Airborne Oceanographic LIDAR .
26 AAFE ALT /_FE Radar Altimeter

27 SCR Surface Contour Radar i
28 ROWS Radar Ocean Wave Spectrometer I

i

29 ASAS Advanced Solid State Array Spectrometer i
30 PRT Precision Radiation Thermometer !

!

I
i
i
I

I

I
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' EVALUATIONOF METEOROLOGICALAIRBORNEDOPPLERRADAR

Peter H. Hildebrand and Cynthia K. Mueller
Nation,llCenter for Atmospheric Research*
P.O.Box 3000, Boulder, Colorado 80307, USA

ABSTRACT

This paper will discuss the capabilities of airborne Doppler radar for
atmospheric sciences research. The evaluation is based on airborne and ground-
based Doppler radar observation_ of convective storms. The capability of air-
borne Doppler radar to measure horizontal ,rodvertical air motions is evalu-
ated. Airborne Doppler radar is shown to be a viable tool for atmospheric
sciences research.

I. INTRODUCTION

Ground-based Doppler radars have been used since the 1960's to measure air
and cloud particle Fotions in a wide variety of situations. Excellent reviews
are given by Atlas _L964), Lhermitte (1966), Doviak et al (1979) and Carbone et
al (1980). Multiple Doppler radar techniques have been extensively used to
study atmospheric phenomena including convective clouds (e.g. Lhermitte, 1975;
Heymsfield et al, 1980; Ray et al, 1981) stratiform clouds (e.g. Heymsfield,
1979) and boundary layer structure (e.g. Kropfli and Hildebrand, 1980). These
and other studies have shown ground-based Doppler radars to be valuable instru-
ments for atmospheric sciences research, which enable the measurement of air
motions over large volumes in short lengths of time. Ground-based Doppler
radar studies are limited to the observation of phenomena which develop within
or traverse the area covered by the radars. Many meteorological phenomena can-
not be observed adequately by ground-based Doppler radars because of their size
or their distance from the radars.

The recent interest in airborne Doppler radar has resulted from the anti-
cipated ability of the airborne Doppler radar to transcend some of the problems
inherent with ground-based radars. Early tests of the airborne Doppler radar
aboard the NOAA P-3 aircraft (Trotter et al, 1980, 198Z) investigated the capa-
bilites of the airborne Doppler system to function in the aircraft environ-
ment. These tests indicated that cloud particle velocities measured by the
airborne Doppler radar were generally within about i m/s of comparable -:,
velocities measured simultaneously by a ground-based Doppler radar.

More extensive tests of airborne:Doppler radar capabilities have been
presented by Jorgensen et al (1983a), Hildebrand et al (1983a) and Mueller and
Hildebrand (1983). Jorgensen et al (lg83a) presented comparisons of airborne
and ground-based Doppler radar measurements of horlzontally homogeneous stratl-
form precipitation. They compared dual Doppler-derlved horizontal wind fields
from airborne and ground-based Doppler radar systems. Their measurements
showed agreement between the airborne and ground-based horlzontal vector
fields, but a lack of agreement between the vector eddy fields measured by the
two system3. This lack of agreement between the airborne and ground-based sys- _ ',
tems was attributed to the long data collectlon period, the non-statlonarity of i ,
the wind field over this period, and to differences in the sampling character- ' i

istics of the two systems, i !

*The National Center for Atmospheric Research is sponsored by the National
Science Foundation,
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They also presented a direct comparison of precipitation fall speeds as
observed by airborne and ground-based Doppler radars. These measurements

-,. indicated that the airborne and ground-based mean Doppler velocity measurements
agreed to <<1 m/s, but that the variance of the airborne mean fall speed
measurements was considerably larger than that measured by the ground-based
system (about 1.4 vs 0.25 m2/s2 for the airborne vs ground Dopplers). The
increased variance noted in the airborne data was attributed to variabilities

and uncertainties of the order of 0.3 degrees in the airborne Doppler antenna
position. Jorgensen et al (1983b) and Marks and Houze (1983) presented
analyses of convective storm and hurricane structures using the P-3 airborne

: Doppler data.
Mueller and Hildebrand (1983) and Hildebrand et al (1983a) presented

analyses of airborne and ground-based Doppler radar data collected under more
optimal conditions.

These analyses are extended in the present paper to include nore careful
comparisons of vertical and horizontal air h1otionswithin convective storms as
measured by airborne and ground-based Doppler radars. The strengths and weak-
nesses of both systems are noted and some comments are made concerning the
utility of airborne Doppler radar in measuring atmospheric air ,_otions.
Hildebrand et al (1983b) discuss characteristics of airborne Doppler radars,

T- and recommend some conventions which will ease the incorporation of the air-
" borne radar data into multiple Doppler analyses. They also discuss some
: strategies of operation for airborne Doppler radar.
E

" 2. DATA COLLECTION

The data used in this paper were collected during the Joint Airport
Weather Study (JAWS) experiment during June 1982. During JAWS the NCAR Doppler
radars, CP2 and CP4, were located within <30 km of each other near Denver,
Colorado as shown in Fig. I. These radars have about i degree beams, and
contiguous 150 m range bins. During JAWS these radars generally scanned in a
series of sector scans, with beams separated by less than 1 deg in azimuth and
elevation. The volume scan time was generally < 3 minutes. The CP2 radar is a
dual wavelength X and S-band radar, with the S-band being Doppler. The CP4 is
a C-band Doppler radar.

The NOAA P-3 airborne Doppler radar is summarized in Jorgensen et al
(1983a) and Hildebrand et al (1983b). The radar is located in the tall of the

P-3 aircraft and scans in a vertical plane normal to the ground track. The
antenna scans are corrected for the drift and pitrh of the aircraft so that the
airborne Doppler-measured radial velocities are measured relative to the
ground. The aircraft's forward nw_tiontranslates the beam through space in
such a fashion as to produce a helical scan surface with the aircraft track at

-c the center. The aircraft flys about I km in the tilneit takes to complete one
scan. This X-band radar has a beamwldth of l.g degree in the cross-track

_' direction and 1.35 degree I_ithe along track dlrectlon. The scan and sampling
- rates for the radar are such that one beam of data is collected every degree in
_ the vertical direction. The airborne Doppler radar collects 256 bins of data
I per beam, with 75 m deep bins spaced at 150 or 300 m Intervals. The data used
I in this paper are at 150 m spacing.

i 3. MEASUREMENT OF HORIZONTAL VELOCITIES

On 25 June 1982, the airborne and ground-based Doppler radars observed_ _
thunderstorm which was located about 40 km southwest of the ground-based ra_

dars. The analysts location and the P-3 flight track are indicated In Ftgfl.
/

"I 272

= . / 1"
"_",I_amiliBii i = ., ,

1984019194-274



_F POOR QUALITy

The stormhad a maximumreflectivityof about55 dBZ and was movingtowardsthe
ortheastat about 10 m/s. These data are well suitedfor evaluatingthe
capabilitiesof the airborneDopplarradarto measurehorizontalvelocities
withinstorms.

The groundradarsscannedthe storm severaltimesat 2-3 minute
intervals. At the same time,the airborn_Dopplercollecteddata while flying
at a distanceof 15-25km from the storm. Thc r,,-4 d_L_were collectedover a 7
minuteperiodwhich was centeredupon the timewhen the ground-basedradars

; were collectingdata. In order to correctfor errorsin the P-3 position,the
aircraftpositionwas adjustedsuch that the interpolatedradar reflectivity
fieldsfrom the aircraftand ._roundradarsmatchedin location. This involved
adjustmentsto the P-3 positionof I-2 km in the southand west directions.
(Subsequentto the prellmlnaryresultspresentedherein,an improvedadjustment
has beendeveloped. This new adjustmentdiffersfrom the one used in the data
presentedhereby about1 km.).

The data from the two airborneDopplerflighttracksand from the ground-
basedDopplerradarswere interpolatedto a commoncartesiangrid havingdimen-
sionsI x I x 0.6 km in the X, Y, and Z directlon_. The inversesquare

:- interpolationfilterhad the same scale. Duringthe Interpolation,each beam
was advectedaccordingto the assumedadvectionveloci_ of the storm,and the
timeof data collectionof thatbeam of radardata.

With fourradarsavailablefor a multipleanalysis(CP2,CP4 and the P-3
from two vantagepoints),severaldifferentanalyseswere generated. Only

:, threewill be presentedhere. These three,shown in Fig.E, includethe air-
borne only analysis(upperright),the groundbasedonly analysis(lowerleft)

| I I i ml IIi l

,/

/ ! ",,,'>"12,5JUN

_v ,I,," IANALYSlSAREA

km
tA

Figure 1. Map showingthe location of the ground-basedDoppler radars during
the JAWSexperiment. Also shownare the multtple Doppler radar analysis areas
on the two days of the experiment, 25 and 29 June 1982. The f11ght tracks from :
25 June ( A3 and A4 ) and from 29 June ( B16 ) are also shown.
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and a combined analysis (upper left) which made use of the second P-3 flight
track (A4) and the CP4 radar. Additional analyses which made use of the P-3 + !

• CP2 or the P-3 + CP2 + CP4 were little different from the P-3 + CP4 analysis
(upper left). Inspectionof the three vector fields in Fig. 2 indicates

,. striking similarities. All three horizontal vector fields (taken from 4.0 km
msl or 2.4 km agl) show a convergence line running diagonally up to the rigilt
through the data, and the southward outflow on the south side of the storm.
The results shown here are indicative of those observed at other levels in the
storm.

20

_,_,-_ P3+CP4 -, P3

i # /*"P"_-'-i--.ilwlii_"r'i"'_''i_'i"_" i i, J_Di v I V"" _ t _ _, %

t

0 I
f

I

f

¥

v

-,_.,._._ ._ .._._,.__,_._.,, , , , _ _ _ ORIGINAL PAGE i_ I!

>" -..,--,_..-,'.," _'_.,, . ,.. ,, ,, _, 'c OF POOR QUALITY ._.;
"_ I

t

1 X (km)
I

Figure 2. Horizontal wind vector fields at the 2.4 km agi level for three
different multtple Doppler analyses. The upper left analysis uses atrborne
Doppler data from flight track A4 plus the CP4 ground based radar. The upper
rtght analysis uses airborne Doppler from flight tracks /13 and A4. The lower
left analysts uses data from ground-based CP2 and CF4 radars. A 10 m/s wind
vector ts 1 km long,
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A more stringent test of the analyses lies in comparison of the conver-
gence fields. Fig. 3 shows three convergence fields which correspond to the ._
vector fields of Fig. 2. Areas of convergence of greater than 2 x 10-3 s-1 are
hatched; areas of less than -2 x 10-3 s-1 are cross-hatched. These analyses
indicate that while the different analyses depicted similar convergence fields,
some differences are also noted. All three analyses note the area of conver-
gence noted in Fig. 2. The airborne-only and the ground based-only analyses

°

(uppe_ right and lower left) also indicate similar convergence maxima of 5 - 6
x 10-a s-_; however, the position they indicate for the maximum is somewhat
different. This difference is, in part, due to the error in aircraft location.

20
P3+CP4 P3

,,)

(......- ...

/. ......
.°- _o.

\\\% ,'" i
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20 ............ '
CP2+CP4 0 26 i

X (km) i

• i

E :

ORIGINAL PAGE It a_

i
.... , o .... I i, I J l l • • • |

0 20 !

X (km) !
Figure 3. Horizontal convergence ftelds _orr_spondtng to the vector ftelds of I
Ftg. 2. The contours are tn units of 10-_ _s-. Areas wtth convergence greater
than 2 x 10.3 s-1 are hatched; areas less than -2 x 10-3 s-1 are cross-hatched.
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An additional means of comparing the quality of the analyses lies in
resampling the three-dimensionalwind fields. For each analysis in Fig. 2 a
radial velocity field was generated which corresponded to what the CP2 radar

-,. would see if it looked at this analysis. This "resampled" radial velocity was
then subtracted from what the CP2 radar actually saw. This difference is dis-
played in Fig. 4. On the left side of the figure is the CP2 radial velocity
difference for the P-3 + CP4 analysis. On the right side of the figure is the
CP2 radial velocity difference for the airborne-only analysis (P-3 tracks A3
and A4). In both cases, differences greater than +2 m/s are shaded. The

, airborne-only analysis agrees to better than 2 m/s-except in the core of the
storm near the updraft. Two possible causes of error include the approximately
1 km error in aircraft location and the relatively long time required to
collect the airborne Doppler data (about 7 minutes). Both effects could
degrade the wind measurements, particularly in areas of high temporal and
spatial gradients such as near the edge of an updraft or downdr;_ft.

The areas of large error for the P-3 + CP4 analysis (left portion of Fig.
4) tend to be concentrated to the sides, away from the convergence area. [he
reason for this error pattern is not clear. Based on the radar locations
(Fig. 1.), it appears the poorest geometry should occur toward the north edge
of the analysis area. While the effects of the 1 km aircreft location error

. certainly enter this comparison, these explanations shed little light on the

. results shown in Fig. 4. Similar figures which contain dJta from CP2 are not
shown for, as expected, they contain only numbers smalle,'than about i m/s.

20
P3

Av

C>
0

0 20 0 20

X (km) X (km) i
I

i L
r

!
I

Figure 4. The difference between the observed CPZ radtal velocities and I
resampled radial velocities taken from the top two analyses of Fig. 2. The 8
resampled radial velocities are wh,__. the CP2 radar would see were it to observe i
the wind ftelds depicted tn the upper portion of Ftg. 2. The contours are in
units of 1 m/s. Areas of > Z m/s or < -2 m/s are hatched.
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4. MEASUREMENTOF VERTICAL VELOCITIES

On 29 June 1982 the P-3 aircraft flew directly through a microburst-

: producing thunderstorm at an altitude of 4.5 km ag,. The aircraft made
_ repeated _asses through the storm until the severity of the storm became too
_: great for further penetration. During this time the storm was observed by the
_ ground-based CP2 and CP4 radars. Due to the location of the airborne Doppler

immediately above the microbursts, this case provides a good evaluation of the
airborne Doppler radar's ability to measure vertical storm velocities, while

; operating in conjunction with ground-based Doppler radars. This test is one of
the primary areas of interest expressed in the Ig79 Multiple Doppler Radar

_" Workshop (Carbone et al, 1980).

i In this case the airborne Doppler was operated as described above. The
ground-based Doppler radars scanned with a volume scan time of about 2.5
minutes. At the center of the analysis volume (rig. I) the horizontal data

_ density was 0.3 km and the vertical data density was 0.25 km. The data from

i the airborne and ground-based radars were interpolated to a cartesian grid
which was rotated such that the Y axis was parallel to the aircraft flight,b

track. For'the airborne Doppler radar data the grid resolution and inter-
polation filter length was 0.35 x 1.05 x 0.25 km in the X, Y and Z directions.

: The ground-based Doppler data were interpolated on a similar grid which had a
0.35 grid spacing and filter length in the Y direction. Otherwise the analyses
were identical. The difference in the airborne and ground-based analyses was
selected because of the_,1 km data spacing of the airborne Doppler data in the
Y direction. Due to this wide data spacing and the strong distance weighting,
the interpolated airborne data are not well smoothed in the Y direction. This
problem was exacerbated by having the grid nearly coincide with the airborne
Doppler data collection locations in the Y direction. The ground-based Doppler
data, on the other hand, are much d_.nserin the Y direction. When interpolated

• using an identical filter and grid, the ground-based data are smoother than the
airborne Doppler data. Due to the small scale of the observed microburst a
higher resolution ground-based Doppler analysis was necessary in order that the !
results be as closely comparable as possible.

Some sample data are presented in Fig. 5. The horizontal wind vector
field at the top of the figure is ground radar data from 0.1 km agl. Vertical i
cross-sectlons at the bottom of Fig. 5 show the X-Z wind vectors in the Y=3.5
km and Y=11 km planes. For each plane, two analyses are shown. The top
analysis is a ground-based (CP2 + CP4) analysis in which the vertical velocity
vectors were derived using continuity and the assumption of zero vertical
velocity at the ground. The lower analysis is derived using the airborne
Doppler data for derivation of the vertical velocity. The airborne radial
velocity values are corrected for the horizontal velocities observed by the
ground-based radars and for a hydrometeor fall speed which was based on the i
observed radar reflectlvity value. The residual radial component was
attributed to the vertical velocity. Both vertical velocity contours and X-Z
wlnd vectors are presented. The radar reflectlvlCy fields are shown as the
background contours, behind the U-W wind vectors in the lower section of the I
flgure.

In the left hand column (Y-3.5 km) the different vertical velocities agree !)
well in the center of the figure, where both analyses show a downdraft peak of i
>12 m/s. To the left of that downdraft, both analyses show a second downdraft;
however, the two analyses are somewhat different. The ground-based analysis i
shows an updraft at about X-2.5 km then another downdraft area between X-0.5
and X-l.5 km. In contrast, the airborne Doppler shows a uniform area of f
downdraft on the left stde of the figure. The airborne Doppler evaluation of
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the vertical velocities seems in better agreement with the reflectivity profile _
which is shown in the next to bottom frame of the figure. The anal)_is in the
upper frame shows fair]y strong dV/dY in that area which could be mis-estimated
due to the poor geometry of the ground Doppler radars for making velocity
measurements in the Y ulrection.

Aoreelnentis also seen in the Y=11 km vertical pl_,nesi,_the lower right
of Fig. 5. There, both analyses present a minimum in vertical velocity at
about X=4.5 km, and both analyses show downdrafts of about 4 m/s through much
of the rest of the Y=11 p'Jane. The major difference between these two analyses
ales at the edges of the plane near X=I and X=8, where the airborne analysis
(lower) shows intensifleu downdrafts and the ground based analysis (upper)
shows weakened downdrafts. There appears as much reason to question the ground
based horizontal divergence fields as there is to question the airborne radial
velocity fields.

5. DISCUSSION

These comparisons of airborne and ground-based Doppler radar data ar_ !

encouraging. Although the results must be regarded as preliminary at this
point, they indicate that the airborne Doppler data generally are in qualita-
tive agreement with the ground-based Doppler data. Examples have been presen-
ted which use the airborne Doppler primarily to measure horizontal velocities.
This mode of use of airborne Doppler radar was recognized in the Multigle
Doppler workshop and is of interest for the GALE and STORM experiments. Our
analyses indicate areas in which the airborne Doppler Is measuring the , e
things as the ground-based Dopplers, and areas where differences are observed.
Generally these differences are smal! with respect to the total natural veloci-
ty differences; however, they are not negligible. The comparison of vertical
velocities from the airborne and ground-based Doppler radars produced simllar
results. Again, there was general qualitative agreement between the two analy-
ses and areas of good and poor agreement in different locations in the analy-
sis. Current extensions of the preliminary results presented here suggest that
several effects may be contributing to the observed differences. These effects
Include the temporal evolutlon and the advectlon problems mentioned above, as
well as ground clutter and side lobe effects whlch can be Inferred to exi,;tin
the data. In addition, there are indications that analysts decisions such as
grid spacing and fllter shape, as well as radar location may have significant '' ;
effects on the analysis. These effects are c_rrently being tnvesti.qated. _' :

These analyses are currently being extended to Include additional cases _,
which include different geometries and an additional radar. Planned extensions i
of the work ;nclude evaluation of multiple Doppler radar analysts decisions on
the analysts results as applted to thts problm. If available, corroborating
aircraft and surface mesonet Information wtll be used for Independent vertftca- i
tton of analysis results. The implications of the present finding for the
design of field projects using airborne Doppler radar ts being considered.

L
6. ACKNOWLEDGEMENTS

I

We would like to express our gratitude to the tony people who ably assis-
ted in collecting and analyzing these data. The analyses pr. ented I;eretn are !

part of a Joint NCAR/NO/U_airborne Doppler radar develolment effort. The
major collaborators in this effort tnclude Or. David Jorgensen an#, '_ts col-
leagues at the Hurricane Research Laboratory. Thet_ pioneering t_st: of a!rborne
I)oppler in hurricane research provides a m_lor sttmlus for this development.

I

(

279 _,

1984019194-281



i_l_ _'" '_

The assistanceof Dr. Gus Emmanuel and the NOAA/OAO aircraft crew is gratefully
acknowledged. From NCAR, the assistance of Charles Frush, H ina Skumanich,

_, Dick Oye, Debby Lawrence and Peggy Taylor is gratefully ac_ _wledged. Dr. John ,'
McCarthy and tr_eJAWS project staff provided the ground-based Doppler radar

• ddta and helpful dssistance. JAWS was funded by the NSF through NCAR, by the
" FAA through bTFAO1-82_Y-10513,by NASA through H-59314P, and by NOAA through a

cooperative agreement with PROFS.

7. REFERENCES

Atlas, D., 1964: Advances in radar meteorology. Advances in Geophysics, Vol.
10, Academic Press, 318-478.

Carbone, R.L., F.I. Harris, P.H. Hildebrand, R.A. Kropfl_, L.J. Miller, W.
Moninger, R.G. Strauch, R.J. Doviak, K.W. Johnson, S.P. Nelson, P.S. Ray
and M. Gilet, 1980: The Multiple DJppler Radar Workshop, Bull. Amer.

Meteor. Soc., 61, 1169-1203".
Doviak, R_., _S. Zrnic, and D.S. Sirmans, 1979: Doppler weather radar.

Proc. of the IEEE, 67, 1522-1553.
Heymsfield, G.M., 1979: --I_opplerradar study of a war_ frontal region. J.

Atmos. Sci., 36, 2093-2107.
Heymsfield, A.J., _..R.Jameson a::dH.W. Frank, 1980: Hail growth mAchanisms in

a Colorado storm: Part II: Hail formation processes. J. Atmos. Sci., 37,
1779-1807.

_. Hildebrand, P.H., C.L. Frush, C. K. Mue!ler, D.P. Jorgensen, and T. Schricker,
1983a: Test of dn airborne pulse-Doppler meteorological radar. Preprints

: 21st Conf. on Radar Meteor., Edmonton, Canada. Amer. Meteor. Soc.,
437-444.

, C. Walther, C.L. Frush, and C. K. Mueller, 1983b: Airborne weather
radar: evaluation and discussion of applications. Preprints, 21st Conf. i

• on Radar Meteor., Edmonton, Canada. Amer. Meteor. Soc., 270-277. ,
Jorgensen, D.P., P'._.Hildebrand, C.L. Frush, 1983a: Feasibility test of an

airborne pulse Doppler meteorological radar. J. Climate Appl. Heteor., '
22, 744-757.
,---R.W.Burpee and K. C. Belle, 1983b: Airborne Doppler radar estimates of

"-----theair motions associated with a sea breeze induced precipitation line.
Preprints 21st Conf. on Radar Meteor. Edmonton, Canada, Amer. Meteor.
Soc., 670-674.

Kropfli, R.A., and P.H. Hildebrand, 1980: 3-D wind measurement in the
optically clear planetary boundary with dual-Doppler radar. Radio
Science, 15, 283-296. _

Lhermltte',R..M_-_,1966: Application of the pulse-Doppler radar technique to _:
meteorology. Bull. Amer. Meteor. Soc., 47, 703-711.
, 1975: Dual-Doppler radar'observatfons_nd study of seabreeze convective

-----storm development. J. Appl.Meteor., 14, 1346-1361. i
<i Marks, F.D. and R.A. Houze, Jr., 1983: Thr_ dimensional wind field in the i

-_ developing inner core of hurricane Debby. Preprints 21st Conf. on Radar I:
Meteor., Edmonton, Canada, _er. Meteor. Soc., 298-304.

i Mueller,-"_-L'TK.,and P.H. Hildebrand, 1983: The structure of a microburst as i

observed by ground-based and airborne Doppler radar. Preprints 21st i

Conf. on Radar Meteor., Edmonton, Canada, Amer. _teor.' Soc., 602-608.
Ray, P.S., B.C. Johnson, K.W. Johnson, J.S. Bradberry, J.J. Stephens, K.K.

Wagner, R.B. Wilhelmson and J.B. K1emp, 1981: The morphology of several
tornadic storms on 20 May 1977. J. Atmos. Sci., 38, 1643-1663. 1

Trotter, B.L. C.L. Frush and R.G. Strauch, 19b0; An_Irborne pulse-Doppler !' !

radar for meteorologlcal research. Preprlnts 19th Conf. Radar
: Meteorolo_, Miami Beach. Amer. MeteOr. sGc., 11U-I14. t

","R.G. Strauch and C.L. Frush, 1981: Evaluation of a meteorological i
"-'-'-¢Jrbornepulse-Doppler radar. NOAA Tech. Memo. ERL WMPO-45, Boulder,

_b pp.

i

J, _ _ .. ,

1984019194-282



 N84 272 8
o.,

MICROWAVEREMOTESENSING OF OCEAN SURFACE
WiND SPEEDAND RAIN RATESOVER

TROPICAL STORMS

i

C. T. Swift and D. C. DeHority
University of Massachusetts

Department of Electrical and Computer Engineerirg
Amherst, Massachusetts 01003 USA

Peter G. Black
National Oceanic and Atmospheric Administration

Atlantic Oceanographic and Meterological Laboratory
4301Rickenbacker Causeway, Miami, Florida 33149 USA

Jian-Zhong Chien
Tsinghua University/Department of Radio Electronics !
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ABSTRACT
i
!

The value of using narrowly spaced frequencies within a microwave band to i
measure wind speeds and rain rates over tropical sLorms with radiometers is
reviewed. The technique focusses on results obtained in the overflights of
Hurricane Allen during 5 and 8 of August, 1980. '.'

Introduction i
r

On 5 and 8 August, 1980, a C-Band Stepped Frequency Microwave Radiometer i
(SFMR) overflow Hurricane Allen for the purpose of measuring rain rate ar ocean
surface wind speed. The SFMR was placed in a mDde whereby it could sequew..ially
step between frequencies of 4.5, 5.0, 5.6, and 6.6 GHz. The strategy of the
experiment was to recognize that the rain column is only weakly attenuating at
C-Band, thus providing continuous ubservations of the wind-driven ocean surface,
even for heavy rain rates. The frequency stepping technique was devised as a ""
means to separate dispersive atmospheric emission from the nondispersive ocean I
surface emission. The envelope of four-frequency brightness temperatures will i
increase and decrease in proportion to the percentage of surface foam, and is i
therefore a measure of the surface wind speed. The relative differences in !
brightness temperature is a measure of the rain opacity, which is at least

proportional to the square of the electromagneticwavelengt)_ i
The preliminary results were reported in a brief paper_'). Because of space i

limitations, the retmeval scheme was presented without derivation. A more

detailed derivation will be given here, including a brief discussion of the I
' results that have already been reported.

In the time period since the original results were reported, the activity has i
concentra(.edon upgrading tilealgorithm, and resolving calibration issues that ¢
surfaced in the detailed analysis of the data. Deadline pressures for the
publication of this paper have precluded presentation of graphics; however, the

results will be presented during the oral delivery of the paper, i i
$ | •
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Derivationof the Algorithm

As usual,all firstprinciplealgorithmsused for the analysisof microwave
radiometerdata beginwith the rad;dtivetransferequation,which is givenby:

TB (l-E)TC e-2T_ e-T" e-T®= * TAIR + (l-_)TAIR + _ TS (1)

where:

TB = brightnesstemperature
= surfaceemissivity

z® = atmosphericopacity

TS = ocean surfacet._mperature

TC = residual2.7Kcosmicbackground

The quantityTAIR is the equivalentbrightnesstemperatureof the atmospheric
columnwhich,in the absenceof scattering,is given by

|-

: z(h)

= _ l(z) e-_{z) dz(z)TAIR
Jz(o)

Where z is a distanceabove the surface,h is the heightat which observations
are conducte_T(z) is the trueair temperatureat heightz, and z(z) is the opacity
at z.

Ifwe conductmeasurementsat highaltitudesso that T(h) = z®, and replace
T(z) by someaveragetemperature<T>, then it easilyfollowsthat

TAIR = <T> [l - e-:®] (2)

We now rearrange(I) to expressTB in the followingform:

TB = Tc e-2z®+ TAIR [l + e"z®] + E ITS e"T_ -Tc e-2T® - TAIR e-z®] (3)

Substituting(2) into (3) gives

i TB = TC + <T> [I - e-2_®]+ c [(Ts <T>)+ (<T>-Tc)e"T®] e"_® (4)

As a first iteration,we assumethatTs = <T>, in which case, the surface
emissivitybecomes

282
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<T> - TC <T- - TB

<T> - Tc
<T >

We now ass' _e that the opacity due to rain varier with electromagnetic
frequency to sone power k, and that the emissivity is constant over the bandwidth
of the measur(;me'_ts. Thus, if fl is the lower frequency, and f2 is the upper
frequency, (5) c-.n be expressed as two simultaneous equations to eliminate c and
solve for :R. the opacity due to rain at frequency fl" The result is:

L2 F(f2/f ])k _ l]

e--R = [ _F. TB (f2) J (6),-T> - TB(fl)

Where TB (f2) is the measured brightness temperature at the upper frequency
and TB (fl) is that at the lower frequency. In the original paper, the exponential
k was emplric,,lly determined through a best fit to the surface truth. This ad hoc
procedure is BDt necessary if a third frequency is utilized. The surface
emissivity is lezeFmined by solving for the opacity using (6), and substituting
the result int.) (5). Wind speed and rain rate are then empirically derived from
the retrieved 'alues of _ and TR. With Cn as the emissivity of smooth water, the
following line,:r relationship between increased brightness temperature ATB and
wind speed W was assumed:

ATB = (_ - to) ;S = K1 W (7)

where K1 was assumed to be O.7KM,sec -I The rain rate R was assumed to be a
linear function of Tp, such that

R = K2 TR (8)

A value of Kp = 320 mm: '.r ] was assumed for the retrievals, which was later founa
to be high b_ approximately a factor of 2. !

Summary of Initial Kesults

The firsf ._fmaqy passes through Hurricane Allen was north to south. The
radiometric brightness temperatures for 4.5, 5.0, 5.6, and 6.6 GHz are shown in 1

figure I. Heavy rain rate_ in the northern eye wall (point A) result in a large !

i
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16.5 16.0 15.L 15.0

- __.L i i l ____J_ iN latitude (degrees)

1135 1140 1145 1150 1155 1200

Greenwich Mean T_ne

"_ Fig. 1. Radiometer brightness temperature at four frequencies
between 4.5 and 6.6 GHz. Higher brightness temperatures are
associated with higher frequencies.

• separation between the curves for 4.5 and 6.6 GHz. Point B locates the presence i
of an inner eye wall, and point C is the center of the eye where data from all _
frequencies merge, indicating no rain. Some rain is indicated in the southern eye
wall, (point D). The variation of the envelope is indicative of the variation in !
ocean surface wind speed at points along the pass. Retrievals of wind speed and
rain rate are shown in figures 2 and 3, respectively. The discrete points
represent in situ measurements which were used to determine the exponent k that
describes the wavelength dependency of the opacity.

Bo I 1 1 A I I I 1 I I 1 I I I I I l

I _4o ,

' t

o J J I I__I I '_, I__L__.L__II.L._J__I.__J___L_
16.._ 160 15.5 15.0 !

N latitude (degrees) j
__..____I t J L L ....... .--L

1135 1140 1145 1150 1155 1200

Greenwk:h Mean Tk_e [

Fig. 2. Surface wind speed derived from magnitude of radiometer bright- I
ness temperature (continuous line) and from the P-3 flight-level inertial
navigation system (cycles). J
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Fio. 3. Rain rate derived from magnitude of radiometer bright-
ness temperature (continuous line) and from the radar composite
obtained from the P-3 (circles).

The major conclusion to be drawn from these results is that the SFMR fan measure
wind speeds exceeding 70 m sec-l, and rain rates exceeding 50 mm. hr-i. A x

potent;a] technique of observing hurricanes from safe altitudes was therefore !
demonstrated.

I

Present Status of Data Analysis

Over a score of passes through Hurricane Allen have been analyzed by the NASA
Langley Research Center using a two frequency algorithm. The activity at the
University of Massachusetts has focussed on advancing the algorithm and resolving
calibration issues that were discovered in the detailed analysis of the data. The .
algorithm has been modified to include more detail, such as atmospheric lapse rate, '
and a variable wavelength dependency of rain attenuation based on published data.
Work is well underway to develop a three-frequencyalgorithm to retrieve not only
rain rate, and ocean surface wind speed, but also the wavelength dependency factor,

k. This is done by introducing a third frequency f3' and interacting equation (6) .
to retrieve k.

The calibration issue has been resolved, and self-consistent retrievals of i
rain rate and wind speed are achieved by using various combination of frequency i
pairs.

Concluding Remarks and Generic Issues i

The major impact of this research is that a means is now available to probe 1
hurricanes at safe altitudes above the storm, rather than routinely sending alr-
craft into the turbulent and dangerous boundary layer. In addition, the retrieval
algorithm is so simple that real time processing Is possible to relay first order
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i estimates of rain rate and ocean surface wind speed to a central weather facility.
Thus, meteorologistscarlquickly assess the status of the storm and perhaps pre-
dict its path. More research flights are needed to better refine the algorithm.

• For example, research is needed to relate rain opacity to rain rate; and it is not
clear at this time that there is a simple linear relationship between wind speed
and increased brightness temperature. There is also a fundamental need to relate

; the remote sensing measurement to ocean surface wind stress. Finally, there is a
need to determine whether or not the stepped frequency technique can be used to
infer rainfall over land. There is a potential of doing this by observing
relative differences in brightness temperature between frequencies,and ignoring
the envelope, which is presumably the spatial variation in the emissivity of
land.

At the present time, more aircraft flights are needed in connection with
high quality surface truth.

.4
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ABSTRACT

It has recently been recognized that spatially inhcmogeneous

clouds and rain can substantially affect the height precision obtain-

able from a spaceborne ::adar altimeter system (Walsh, et al., 1983).
Through computer simulation, it has been found that typical levels

of cloud and rain intensities and associated spatial variabilities

may degrade altimeter precision at 13.5 GHz and, in particular,

cause severe degradation at 35 GHz. T_is degradation in precision

is a result of radar signature distortion caused by variable atten-
uation over the beam limited altimeter footprint. Because attenua-

tion effects increase with frequency, imprecision caused by them

will significantly impact on the frequency selection of future al-
timeters.

In this paper we examine the degradation of altimeter precision

introduced by idealized cloud and rain configurations as well as for

a realistic rain configuration as measured with a ground based radar.

I. INTRODUCTION

As the requirements for precision in geodetic surveys grow more

stringent and as physical oceanographers begin to exploit altimeter

data to study ocean-wide circulation dynamics, the precision demands

on height measurements by future radar altimeters become more severe.
Hence, error sources that could previously be legitimately ignored

must now be considered. The precision degradation caused by spatial-

ly variable cloud and rain attenuation patterns is one such error
source.

When the narrow radar pulse transmitted from the altlmeter re-
flects from the ocean surface it is significantly spread by the ocean

surface roughness. This pulse broadening, while valuable in that it

provides an e£timate of ocean surface wave height, degrades the abil-

ity of the altimeter to measure the range between the satellite and
the surface. To reconstruct the position of the leading edge of the

pulse, the entire pulse waveform shape is processed in a tracking

_Igorlthm. Distortion of this waveform shape will necessarily de-

grade the precision with which the track point can be determined.

The beam-llmited surface footprints of spaceborne radar altlm-
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eters of the Seasat class are on the order of 20 km. If the rain

a_d cloud attenuation is uniform over an altimeter Footprint, the

" total return signal power is reduced, the waveform shape remains

unchanged and the altimeter tracking _Igorithm height estimate is
_ unaffected. In this paper we focus on the situation where altimeter

_ precision is degraded because attenlation levels within the foot-

: print are laterally inhomogeneous, distorting the return waveform
shape.

2. RAIN CELL AND CLOUD ATTENUATION LEVELS AND SCALE S_ZES

Cloud liquid water content and rain intensity vary considerably

both spatially and temporally. As such, these quantities should be
- de_it with statistically. This section is designed to give the

reader a general appreciation of these quantities. Later we will

consider the computer simulation of the passage of an altimeter over

various plausible, idealized cloud and rain attenuation patterns as
well as the passage of such an altimeter over actual, measured rain
cells to determine the effect of these on altimeter measurement of

range to the sea surface.

2.1 Clouds

Cloud liquid water content, upon which attenuation depends, is

highly variable. Liquid water content may fluctuate between a small
fraction to sever_ gm/m 3 over a cloud width of 1 to 2 km (Ackerman,

1959). Ackerman i1967) has also measured liquid water contents

ranging from 0.5 to 2.5 gm/m 3 over distances exceeding 9 km. To the

authors' knowledge there are no statistics available relating cloud

size directly to liquid water content levels. However, Lopez (1977)

and Kuettner (1971) have determined typical scale dimensions for the

cumulus clouds and cloud streets based on either optical or refrac-
tive measurements to be on the order of several kilometers.

Interpolating the results of Gunn and East (1954), the attenua-

tion coefficient, normalized to cloud liquid water content, is ap-
proximately 0.17 (dB/km)/(gm/m 3) at 13.5 GHz and i.i (dB/km)/(gm/m 3)

at 35 GHz. Cole (1961) has provided average liquid water contents
for various common cloud types.

Table 1 summarizes and combines these results by estimating the

average two-way attenuation through a 1 km thick cloud for four com-

mon cloud types at both 13.5 and 35 GHz. Note that the total atten-

uation may vary between 0.034 and .85 dB at 13.5 GHz and 0.22 and 5.5
dB at 35 GHz.

2.2 Rain

Assuming a Marshall-Palmer (1948) drop size distribution, the
attenuation coefficient at 13.5 GHz is 0.06 dB/km at the small rain

rate of 2 mm/hr, 0.4 dB/km at the moderate rain rate of i0 mm/hr,

and 0.9 dB/km at the large rain rate of 20 mm/hr. At 35 GHz, the

attenuation coefficients are 0.5, 2.4, and 5.0 dB/km _r the rain !

rates, 2, 10, and 20 mm/hr, respectively (Goldhirsh d_,,_Rowland,

1982). Table 2 summarizes the results by providing th_ two-way
attenuation at 13.5 and 35 GHz, at various rain rates tot both a i

i

288

I

1984019194-290



Table 1 Cloud Attenuation Levels

Normalized Liquid Total, Two-Way
Attenuation Water Attenuation Thru

Frequency Coefficlent Cloud Content a i km Thick
(GHz) (dB/km) / (gm/m 3) Type (gm/m 3) (dB)

13.5 0.17 Stratiform 0.1-0.2 0.034-0.068
Cumulus Humilis 1.0 0.34

Cumulus Congestus 2.0 0.68
Cumulonimbus 2.5 0.85

35 i.i Stratiform 0.1-0.2 0.22-0.44
Cumulus Humilus 1.0 2.2
Cumulus Congestus 2.0 4.4
Cumulonimbus 2.5 5.5

Table 2 Rain Attenuation Levels

" Totalr Two-Wa_ Attenuation (dB)
Attenuation 1 km 5 km

Frequency Rain Rate Coefficient Rain Cell Rain Cell
(GHz) (mm/hr) (dB/km) Height Height

13.5 2 0.06 0.12 0.6
i0 0.4 0.8 4.0
20 0.9 1.8 9.0

35 2 0.5 1.0 5.0
i0 2.4 4.8 24.0
20 5 I0. 50.0

Table 3 Track Point Error for Single Cloud Case (Cloud thickness -
1 km; Liquid water content - 1 gm/m 3)

Track Point Shift (cm)
Frequency SWH Maximum 1 Second 3 Secon_
(GHz) (m) Instantaneous Average Average

, l

13.5 2 3.9 2.2 0.6
13.5 4 8.0 4.0 1.2
35 2 17.6 6.3 2.9
35 4 41.5 20.4 7.2
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1 km and 5 km rain cell height. Note that at 13.5 CHz and a 5 km i

rain cell height, the total attenuation varies between 0.6 and 9 dB
and at 35 GHz, it varies between 5 and 50 dB over the rain rate

range 2-20 mm/hr.

3. ALTIMETER PRECISION DEGRADATION

The effect cf clouds and rain on altimeter performance is depen-

dent upon two parameters: the spatial scales of attenuation varia-

bility relative to the altimeter beam-limited footprint and the mag-
nitude of the attenuation.

In this section we will model the effect on the altimeter esti-

:hate of the range to mean sea level as it passes over (i) plausible,

idealized cloud and rain attenuation patterns and (2) actually mea-

sured rain cell attenuation patterns.

3.1 Simulation of Altimeter Return Waveform Distortion

Figure 1 provides a schematic representation of the geometry of

• the simulations employed to estimate waveform shape distortions

caused by various attenuation patterns. Each annular region in the

altimeter footprint corresponds to a constant ocean surface area re-

sponsible for backscatter into a single range bin. An idealized,

cylindrical attenuation cell is sho_n to intersect the footprint.

This cell may represent either a cloud or a rain cell. It is clear
that different fractions of each annular region intersect with the

given cell. Hence, a different attenuation level may be associated

with each range bin. Construction of the return pulse shape was
performed for one annular region at a time. Fach annular region was

subdivided into 16 angular sections. For each one of these sections
the power return to the radar was calculated assuming no fading noise
present. The calculation included any attenuation. The angular

sections were integrated to obtain the power from an entire annular

region. This power was in turn weighted by the antenna pattern to
estimate the power return in the appropriate range bin. In this way,

the entire waveform shape was constructed, range-bin-by-range-bin.
t

The estimate of the position of the leading edge of the return

pulse is dependent upon the particular tracking algorithm used. The i

tracking algorithm used on Sea,at was chosen because its track point i
bias at high sea states is much lower than that of a threshold level

tracking algorithm (MacArthur, 1978). The Seasat algorithm used the i

: entire waveform shape to fashion its track point estimate. The sim-
ulations undertaken employed the Seasat tracking algorithm to deter-

mine track point position. I
!

1 In these simulations we examined altimeter operating at 13.5

and 35 GHz, with a 1 m dish at an altitude of 800 km with a ground I
track velocity of 7 km/s. i

3.2 Idealized Cloud and Rain Cell Attenuation Patterns i
i

Three idealized raln/cloud models were chosen to demonstrate i

the effect of rain and cloud attenuation on the altimeter measurement

of the range to mean sea level. Although these models are idealized,
t
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they were chosen tc represent plausible rain and cloud attenuation
• levels and scale sizes consistent with those discussed in Cection 2.

-_ The following rain/cloud models were considered in this analy-
sis: (i) A cylindrical cloud of 5 km diameter and 1 km thickness

with a liquid water content, M, of 1 gm/m 3. (2) A cylindrical rain
_ cell of 5 km diameter _nd 5 km thickness with a rain rate of i0

mm/hr. (3) A sinusoidally attenuating cloud medium with spatial

+. wavelengths of 5, 2.5, and 1.0 km. The maximum two-way attenuation

. . being 0.34 dB at 13.5 GHz and 2.2 dB at 35 GHz (M=I gm/m3). This

. type of cloud variation is representative of the periodic attenua-
tion associated with "cloud streets". For models 1 and 2 the altim-

_. eter is assumed to pass directly over the cloud or rain cell center.

In model 3, the altimeter ground track is assumed perpendicular to
the cloud street crests.

For the single cloud condition described above, the instantane-

ous track point shift can be quite significant, but when averaged

over a 1 or 3 s interval, the mean track point shift reduces substan-

tially (Table 3). For th_ 35 GHz case, the mean track point error

is still large compared tu the TOPEX requirement of a few centimeter

_+ precision (TOPEX Science Working Group Report, 1981)T

Table 4 presents the track point shift associated with cloud

" streets. Note that as the wavelength of the cloud streets decreases,

the track point shift gets smaller. This is because the attenuation
_ variations begin to occur at small enough scales that they are par-

.2 tially average_ over within each pulse. The table also indicates

that the maximum track point shift is much higher for 35 GHz than
for 13.5 GHz.

It is also important to note that track point errors generally
increase with significant wave height (SWH). At larger ocean wave

heights, the return pulse is spread out smearing the leading edge of

the pulse. This i_ further compounded by the introduction of a spa-

tially variable attenuation described here.

Consider now track point shifts for the case of the single cyl-

indrical rain cell of 5 km height and i0 mm/hr rain rate. It is

clear from Table 5 that the larger attenuation values associated _

with rain introduce substantially greater track point shifts. Even

after 1 and 3 s averages, the track point shifts at 13.5 GHz are

well outside the precision requirements of Seasat, GEOSAT and TOPEX.
< At 35 GHz the situation is worse.

_I 3.3 Effects Due to Measured Rain Cell Attenuation

I To augment the results obtainad for idealized rain patterns we

considered a sample of rain attenuation urcfiles obtained by a

! ground b8 ._d radar situated at Wallops Island, Virginia. The atten-
uation profile was constructed from a corresponding radar reflectiv-

ity profile employing a low elevation radar scan (Goldhirsh, 1979).
The radar reflectivity corresponding to each adjacent pulse volume

of resolution 15C m was converted to an equivalent attenuation coef-

cient employin_ an empirical relation derived from measured rain

drop size distribution data (Goldhirsh, 1979). The integrated
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TaDle 4 Maximum instantaneou_ Track Point Shifts for the Cloud

Street Case (Maximum Liquid Water Content = 1 gm/m 3)

Track Point Shift at Various Cloud

Frequency SWH Street Wavelengths !cm)
(GHz) (m) 1.0 km 2.5 km 5.0 km

.... , ...

13.5 2 0.7 0.9 2.6

35 2 6.4 8.3 13.3

Table 5 Track Point Error for Rain Cell Case (Rain Height = 5 km;

Rain Rate = i0 mm/hr)

Track Point Shift (cm)

Frequency SWH Maximum ! Second 3 Second

(GHz) (m) Instantaneous Average Average
r"•

13.5 2 97.1 45.7 14.9

13.5 4 93.2 50.5 15.6

35 2 119.7 64.6 21.7

35 4 150.6 86.6 30.6

Table _ Track Point Shifts for a Measured Rain Attenuatio** Case.

Assumes 2 m SWH.

Track Point Shifts (cm)

Frequency Maximum " Maximum P_MS of " RMS of
(GHz) Attenuation Instant. 1 Secon4 3 Second

(dB) Averages Averages

13.5 9.7 25.3 3.5 1.1

35 47.4 124.7 14.7 10.2

l
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attenuation with height was constr,_cted assuI_ing the r3in to be uni-

_° form with altitude over a 4 km cell height. Figure 2a shows the re-

su!tirg attenuation profile associated with an estimated maximum

_ rain rate of abcut 25 mm/hr. The actual attenuation at 13.5 CHz var-

ies fror_ 0 to 9 dB. In Figure 2b track point errors induced by this

attenuatlon are plotted for a SWH of 2 m. A similar simulation was
, derived at 35 GHz (not shown).

• Results of these simulations are given in Table 6. Instantane-

ous track point errors are many centimeters at both frequencies. By

averaging over 1 to 3 seconds the track point errors at 13.5 GHz are

reduced to 3.5 and I.i cm, respectively. At 35 CHz the instantane-

ous error can be many tens of centimeters and the averaged errors
still exceed 10 cm. Much larger track point errors at 35 GHz as

opposed 13.5 GHz are caused by both the larger attenuations at 35

GHz and the smaller footprint of the beam.

Two additional points are worthwhile noting. First, the track

point shift in Figure 2b shows no mean trend as the mean absorption
of Figure 2a increases. This emphasizes our earlier statement that

" only inhomogeneities of absorption cause track point shifts. Second,
the results of Table 6 for 35 GHz are somewhat academic because no

actual radar would have sufficient signal-to-noise margin to be able
, to tolerate a 47 dB attenuation and maintain track.

4. CONCLUSIONS

We have demonstrated for both idealized rain and cloud config-
urations as well as measured rain rate variabilities, significant

al_imeter degradation may occur at 13.5 and 35 GHz. Although av_r-

aging track points over several seconds may mitigate these errors,
they may still be unacceptably high.

At 13.5 GHz, the effect of clouds on the average track point

shift is generally small (approximately 1 cm for cylindrical model
and less than 3 cm for the cloud street model). On the other hand,

rain rates as high as i0 mm/hr may produce unacceptably high range

uncertainties (e.g., isolated rain cell case).

! At 35 GHz, both the effects of clouds and rain may, in general,
l seriously degrade the track point errors. Errors as high as 7 cm for

isolated clouds and 13 cm for cloud streets may occur. For rain

rates of i0 mm/hr, absorptions as high as 47 dB and track point er-

rors as high as 31 cm may be produced. The employment of future

conventional type altimeter systems operating at 35 GHz and higher
is not recommended.

Since track point errors at 13.5 GHz may seriously be degraded

by rain, it is recommended that future altimeters operating at this

frequency employ rain detecting capabilities to flag rain corrupted
data.
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IMPROVED RESOLUTION RAIN MEASUREMENTS

:.. FROM SPACEBORNE RADAR ALTIMETERS

Julius Goldhirsh and Frank Monaldo

The Johns Hopkins University
Applied Physics Laboratory

_ Johns Hopkins Road

Laurel, Maryland 20707

• ABSTRACT

It is demonstrated that improved resolution measurements of pre-
cipitation may be obtained from satellite borne radars with antenna

beams having relatively large surface footprints. The method em-

ploys deconvolution and Fourier transform procedures, and assumes a

kno_,iedge of the antenna beam pattern. As an example, the technique

is specifically directed towards the application of future space-
borne radar altimeters which may contain additional range gates to

_ enable the measurement of rain at altitude. It is demonstrated that

because of the natural variability of rain in the lateral extent,

the standard beam averaging over the footprint could easily produce
: erroneous interpretations of the intensity of rain and its extent.

On the other hand, many of these ambiguities may be removed employing
the deconvolution techniques described.

Rain measurement of the type described here are considered

: vital from the standpoint of representing a flag for altimeter data

: that may be corrupted by rain. It also provides sorely needed rain
data over the oceans where little or no such data is available.

i. INTRODUCTION

It has been pointed out that rain may distort and/or attenuate

the sea surface echo returns of signals originating from spaceborne i

radar altimeters, resulting in gross errors of the mean sea height
(Walsh, et al., 1983). The employment of a "piggyback" modification

to future spaceborne altimeter systems has been suggested for mea- _'
suring or monitoring the presence of rain at altitude (Goldhirsh and ,

, Walsh, 1982). The experimenter may employ this rain information as i

J_' a flag for culling out the concomitant ocean surface measurements, I
as well as to provide additional meteorological information regard- I
ing the characteristics of precipitation.

A difficulty that is encountered in the measurement of precip-

itation with satellite borne, range gated radars deals with the poor
resolution encountered because of the large bea_qidth associated

with the radar antenna located at relatively large distances from

the earth. For example, the 3 dB down points for the one way an-
tenna gain function corresponding to the Seasat altimeter antenna

(1.6 degree beamwidth) located at an altitude of 800 km, gave rise

to a 22.3 km diameter footprint at the earth's surface. Rain is,

in general, highly variable along the horizontal extent, especially

for convective types of precipitation (e.g., thunderstorms). Even
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for stratiform rains (e.g., widespread precipitation), it is common
for imbedded or convective cells of more intense rain rates to

exist (Goldhirsh, 1983). As the return echo signal trom a precip-

itating medium represents the convolution of the square of the gain

and the true rain reflectivity profile (as will be demonstrated in

Section 2), the rain reflectivity deauced from the beam averaged

echo signal may be significantly smaller than the true reflectivity

level. Furthermore, as the antenna sweeps by the rain structure on

the ground, the inevitable beam averaging may smooth out the highly

variable rain structure such as to give a distorted picture of the
ground rain intensity profile.

2. FORMULATION OF THE PROBLEM

Consider the configuration depicting a satellite at an altitude,

Ro, above the mean sea surface. The satellite is assumed to have a

pulsed radar having a downward pointing antenna with a beamwidth, 8o.
We shall examine here the backscatter from the precipitation con-
tained within a pulse volume centered at a range R.

The echo power is primarily due to backscatter from an drray of

raindrops within a pulse volume defined by the beamwidth and the
range resolution of the pulse.

L

: This echo power may be shown to be given by (Goldhirsh and
Monaldo, 1983),

Pr = Co " Zc (i)

where 2

I ' x-x°(t) _- 2 1z ,Xo,= iffZeq(X,y ) exp-,81n2) l( ) + (Yl)] dxdyc _XlYl! (2)

I/c'3'KO'2),__ LTLR _PT 1
where, CO = TGo2 81_ 1 F(B) (3)

where IKol 2 = I (m2-1)/(m2+2)} and where the quantity Zc(X O) is refer-
red to as the effective beam averaged radar reflectivity factor where

CO is an effective constant. Also, m is the complex reflective index
of water drops, c is the velocity of light (m/sec), T is the pulse

width (sec), Pt is the transmitted power (watts), I is the wavelenath

(meters), Lt,L r is the transmitter and receiver losses, respectively
(_i), R is the range from the radar to the center of the pulse vol-

ume, x_,y I are the footprint lengths along the principal planes of
;_ the galn function, xo is the displacement of the beam nadir along the

x direction in units of meters from a fixed origin at the ground andI x,y is the planar dimensions relative to a fixed origin.

In the derivation of (21 we have integrated over the range res-
olution in the range direction given by 6 = (cT/2)-F(B), where F(B)
is an effective loss factor due to an assumed Gaussian filter re-

sponse at the receiver (Doviak and Zrnic, 1979). For a matched fil-

ter linear receiver, F(B) = -2.3 dB. As a representative beam struc-
ture, we have assumed in the derivation of (2) the Probert-Jones
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®
(1962) form of the one way gain function; namely a Gaussian struc- 2
ture.

Zea(X,y) is the effective radar reflectivity factor for rain
defined "by,

Zeq = _51Ko I_ D o(D) N(D) dD (m3) (4)

where, o(D) is the backscatter cross section for a drop of diameter,
D and N(D)dD is the number of drops between the sizes of D and D_dD

per unit volume.

It is also tacitly assumed that the attenuating effects due to

precipitation may be ignored. This assumption becomes tenable if the
pulse volume near the top of the rain region is sampled. This may
crea%e the condition such that there is a negligible path length over

which the signal propagates within the sampled volume.

3. BEAM AVERAGED RADAR REFLECTIVITY FACTOR EXPRESSED AS A CONVOLU-

TION INTEGRAL

Assume the equivalent reflectivity factor within the integrand

of (2) may be expressed by the product relationship

Zeq = Zl(x) Z2(y) (5)

Substituting (5) into (2)

Zc \ iyicxo) (6)
where !

Iy = Z2(y) g(y) dy (7) 1
_oo }

I(x O) = ( Zl(x) g(x-x o) dx (8)J
--CO

where "_i

[ (9) i
g (y) = exp - (81n2) Yl I

i

g(x) = exp - (81n2) (i0) 1

It is interesting to note that I(x_) as giver by (8) may alter-

nately be expressed as the convolution _f the gaih square function, I

g(x), and the reflectivity factor, Zl(X), where both are taken in the *I

x direction. Hence, I

I (xO} = Z1 (x) • g (x) (11) ,
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where the • denotes the convolution.

4. EXTRACTING THE RADAR REFLECTIVITY FACTOR PROFILE FROM THE CONVO-
LUTION INTEGRAL

_: By taking the Fourier transform of both sides of (ll), and em-

_ p!oying a fundamental property of the convolution integral, we obtain

I(_) = Zl(OJ) G(_) (12)

where
co

=/ I(x O) exp(-j_x O) dx O
I('_) (13)

wOO
OO

(_) = / Zl(x) exp(-jwx) dx (14)Z1
m_

.i G(_) = (x) exp(-j_x) dx (15)

_ where I(_), Zl(_), and G(_) are respectively the Fourier transforms

of I(Xo), Zl(X) and g(x) are given by (13) through (15). It is ap-

:i parent that by solving for ZI(_) in (12) and applying the inverse

_ transform to both sides (i.e., FT -I {}), the profile Zl(X o) may be
! established. That is,

', G--_I = _ exp [+jU)Xo.1 d¢_ (16) i

Equation (16) represents the general formula for extracting the ; {
reflectivity profile in the x direction, given a knowledge of the

measured echo power, Pr(xo), obtained as the beam swee_s the rain

profile as a function of xO.

Substituting (i0) into (15), the Fourier transform of the gain

function is given by, ,
L

1/2 _ ,

G(c_) = _, • exp - _ (17) i

._ Substituting (17) into (16), we obtain,
I

I

1 '21-" i/2 " [ _2x12 l ',, Zl(Xo) - ) _./ exp + + o (1.) ' i
. i

Equation (18! represents the resulting expression for the reflec- !

tlvity profile, where I(_) is the Fourier transform of I(x O) obtained [
through the bee,n averaged power measurement. , '

f
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5. EXPECTED POWER LEVELS FOR A REPRESENTATIVE SATELLITE BORNE RADAR

General Case

In this Section we estimate the minimum detectable beam aver-

aged reflectivity factor and the correspondinq rain rate. As an

example, we shall assume similar radar parameters as those for the
Seasat radar altimeter (MacArthur, 1978). These are given as fol-

lows: I = 2.22 x 10-2 m; Pt = 2 x 103 watts; T = 3.2 x 10 -6 sec;

R = 8 x 105 m; 81 = _i = 1-6° (2.792 x 10 -2 radians); G = 40.6 dB
(1.148 x 104); LT = -0.9 dB (0.813); LR = -1.2 dB (0.758); IKol 2 =
0.9; F(B) = -2.3 dB (0.59). Substituting these parameter values

into (3), the power reduces to

P (dBm) = - 140.5 + dBZ (19)
r

• 6/m3where the reflectivity factor, Zc is in mm , P is in dBm, andr
C = 8.9 x 10 -15 . Also dBZ is defined by,o

dBZ = i0 LOgl0 Zc (20)

Assuming a unity signal to noise rati_ of -115 dBm (5 dB smaller than

the Seasat case), and solving for dBZ, we obtain (dBZ)mi n = -115 +
140.5 = 25.5. Hence, the radar is capable of detecting beam averaged

reflectivi_y factors of 25.5 dB and larger with a signal to noise

ratio of 1 or larger.

J

TO further amplify the above example, we assume the following

empirical relation relating the rain rate R_, expressed in mm/hr,

to the reflectivity factor, expressed in mmS/m 3,

Rr = (Zc/200)0"625 (21)

This relationship is consistent with the assumption of a Marshall-

Palmer drop size distribution (1948). Relating (21) and (20)

R = (3.65 x 10 -2 ) i0 ('0625"dBz) (22)
r

Substituting a dBZ of 25.5 into (22) results in (Rr)mi n 1.4 mm/hr.

In summary, assuming radar parameters which are the same as the
Seasat altimeter, a unity signal to noise ratio of -115 dBm results

in a 25.5 beam averaged reflectivity factor which is equivalent to
an estimated 1.4 mm/hr rain rate.

6. DECONVOLUTION ON AN ARBITRARY REFLECTIVITY PROFILE
i

I
In this Section we demonstrate the power of the deconvolution

technique in recovering high resolution reflectivity profiles. We !

implement this technique employing deconvolution methods as de- }
scribed in Section 3 and radar data of a rain reflectivity profile i

acquired employing a ground based radar at Wallop0 Island, Virginia. !
i

In Figure la (solid curve) we show, as an example, a typical

measured reflectivity profile over a distance interval of 90 km.

This profile was obtained with a radar operating at S band (2.8
|
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O_3z_, a low elevation angle pointing (0.5 ° relative to the local

horizon), nnd a 150 m range resolution (mulsewidth = 0.5 I_sec)

((;oldhirsh, 1979). The mrofile corresponds to the rain day January
• i, 1979 anu was obtained at 9:34 a.m. local title.

Shown in Fiqure l-(a) is a dashed curve _;hich reDresents the beam

averaged reflectivity factor with values sampled every 0.7 km. fhis

@ is the reflectivity that would be measured assuming the footprint of
the satellite borne radar (whose parameters are given in Section 4)

• sweeps by the reflectivity profile. This curve was calculated by
injecting the true reflectJvlty profile into the integral (2), where

. a uniform reflectlvity is assumed in the cross track direction. The

, profile was assumed periodic in the calculation of the beam averaged

values in the vicinity of the 0 and 90 km distance intervals. We
- note that b_am averaging considerably _mooths the variations of the

true [_rofile. Ir fact, the smoothing appears so _"treme that it is

difficult to visually correlate the beam averaged reflectivity with

the actual profile. Also shown by the shcrt dashed horizontal line,

is the level of absolute reflectivity which would result in a unity
siqnal to noise ratio. This corresponds to a beam averaged reflec-

" tivity factor level of approximately 25 dBZ. [qe rote the simulated
_ measured beam average values exceed this lower threshold level.

The right hand scale denotes the correspondincj rain rate levels

in mm/hr employing the empirical relationship given ul,,

" R = 4.0 x 10 -3 10 (.086 dBZ) (23) :
r

$ This result _,,ascalculated from drop size distribution measurements

made at Wa!lo_,s Island for the same rain event. We note that over

the reflectivity interval, the rain rate levels are between .4 and
7 _n/hr. i

In Figure l-(c) lupper figure) is depicted the gain squared var-

iation taken over the same abscissa scale as the actual reflectivity.

' It Js interesting to note that considerable variation in the reflec-

tivity profile exists over the 22.3 km footprint corresponding to

the 6 dB down gain squared points.

To implement the computer simulation, the Fourier and inverse _

transforms were replaced by their series approximations. Specifical- '

ly, the Fourier series of the gain-squared antenna pattern and the

beam averaged reflectivity were computed; otherwise, the technique i

employed is the same as described in Section 4. i

In Figure l-(b) the dashed line represents the high resolution

reflectivity data that was recovered from the beam averaged refl_-

tivity employing _5e deconvolution technique. Where no dashed line I

is observed, the recovered level coincides with the actual reflec-

tivity values (solid lane). We note that differences are evident

mostly at the very low reflectivitie8, equivalent to negligible rain

rates, and are due to computational imprecision. This computer aim- i
ulation confirms the thesis that the high resolution data can, An !

principle, be recovered from the beam averaged data. The above

simulation was performed without injecting any contributions due to

noise. The effects of noise on the resultant reflectivity profile are
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examined in Section 7.

It is interesting to note that the technique is able to re-

cover reflectivity fact_r_ at levels below the threshold noise level

for the beam averaged case (i.e., below 25 dBZ). This may be attri-

buted to the fact that the beam averaged measurement is a single mea-

surement made by the receiver at a fixed point in space. On the

other hand, the deconvolved measurement is one which employs a series

of beam averaged measurements over ranges (in the example), exceed-

ing 100 ks. The effective bandwidth of the system is considerably

reduced since the effective integration time is substantially in-
creased.

7. EFFECT OF NOISE ON THE DECONVOLUTED SIGNAL

In Figure 2 we demonstrate the effect of intrinsic noise on the

deconvolved signal. In Figure 2-(a) is depicted the true reflec-

tivity profile given by the solid line and the beam averaged echo

n (dashed line). Superimposed on the beam averaged echo is the Pay-

_ leigh fading noise introduced by the rain itself. As an example, we
assume the capability of measuring 400 independent samples. The es-

timate of the average power for such a case follows a Gaussian prob-

ability density distribution (Goldhirsh, 19_). A sample size of i

400 hence produces a standard error of .0_% (reciprocal of the square

root of the sample size) or approximately 0.2 dB rms statistical un-
certainty.

4
z

In Figure 2-(b) are shown deconvolved signals for two cases.

The solid curve represents the deconvolved result derived from a I
beam average3 estimate corresponding to 400 independent samples as i

described in the abeve paragraph. As a basis of comparison, we

show also the deconvolved result derived from the beam averaged es- !

timate em_loying an extreme sample size of 104 independent samples.

_. CONCLUSIONS

We note that introducing noise to the technique seriously de-

grades the deconvolved result. However, in spite of this degrada- :

tion, considerably more information is obtained regarding the magni-

tude and scale dimensions of the rain employing the convolution i

method than is obtained by the beam averaged case.

Although this method has been tailored for the measurement of ;{
rain employing a radar, its application to other types of satellite

remote sensors should be explored.
[

I
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ABSTRACT

Emplnyin_" data on integrated atmospheric water vapor, total cloud ]iquid water
and rain rate obtainable from the Nimbus 7 Scanning ':ultichannel _icrowave

Radiometer (SP:HR), we study the frontal structure of several mid-latitude cyclones
over the P:orth Pacific Ocean as they approach the West Coast of North America in

the winter t)f 1979. The frcmts, analyzed with all available independent data, are

consistently located at the leading ed_¢e of the stron_est gradient in integrated
water vapor. The cloud liquid water content, which unfortunatell has received very

little in situ verification, has patterns which are consistent with the structure

seen in visible and infrared ima_,_ery. The rain distribution is also a good
indicator of frontal location and rain amounts are generally within a _actor of two

of what is observed with rain _.'au:{es on the coast. Furthermore, the onset of rata

on the coast can often be accurately forecast by simple advection of the S,_HR
observed rain areas.

1. INTROI)UCTION

The Scanning .Hultichannel Hicro_ave Radiometer, StIHR, on Nimbus 7 has been

observing brighrness temperatures of the Earth and its atmosphere since October

197_, _nd is still functioning at the time of writing of this report, early 19t14.

This Is quite an engineering acco,._plishment. A long time series llke this is

always valuable in geophygical work. Oegraaation of sensors with ti_e makes +

interpretation in terms of absolute values difficult, however, and it is wise not

to overinterpret. Even thotu,h there have been many passive microwave sensors
launched over the last decade (Njoku 1982), the SM_g{ instrument was experimental

and thece has been considerable difficulty with calibration and correction for the

antenna pattern, gloersen et al. (1984) describe the NASA appointed experiment

team's efforts at sortin_ out these problems, and the work continues. Involved
with the engineering,, type difficulties arc the limitations in our ability to assess

the accuracy of the geophysical interpretation, becat, se our algorithms are based on

very incomplete understanding of the geophysical phenomena .per se as well as
incomplete understandiny, of the interaction of microwave radiation with them.
These limitations of the present state-of-the-art are the challenge which we must

meet vigorously, because as we hope to illustrate with the case studies below, the
infortaation obtainable from SEHR - in our case atmospheric water para_ters - is

tantalizin_,. It is far more detailed than one might have expected, and provides

entirely new kinds of geophysical measurements. History teaches us that the

availability of new types of data usually leads to new depths of understanding,,.
Besides the uses one c_n foresee in research, the SHHR-derived measurements of
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atmo__pheric water paraa,_eters also I_as _:otential for improving short-range weather

forecastinp over the sea and in coastel reF, ions.

_"o This study is part of the [_inbus 7 Experinent Team's effort to verify the

;_eophysical para,eters produced by the al_orithr_s. In this report we only present

i" data frot_ the first year's record of brightuess temperatures which have now been
archlved. The choice of study area and tirae frame is based on the availability of

high quality in situ data from the CYCLonic Extratropical Storh_s (CYCLr_S) Project

" carried out by the University of Wasi_tn_:ton Cloud Physics Croup under Professor
Peter V. _obbs.

2. hACKGROUM_ ON THE SCANt,'I'_C, _!UL_ICHANYEL MICROWAVE RADIOtlETER DATA

For the two case studies reported here we use St lMR data on integrated water
vapor, inter, rated liquid water and ratnfall rate. The water vapor emission i_

measured at 21 GHz near the t_ximuw of the 22 Gttz water vapor band, and the

Rayleith and _te type scattering by cloud and rain drops is observed at 18 and 37

GHz. These emlssslons can only be discerned a_atnst the hack_round of the oceans,

which has low bri_,htness temperature due to its low emissivity. Land surfaces emit

strongly obscurin_ cloud and water vapor emissions. Thus, passive microwave

sensing of atmospheric water can only be used over the oceans at these frequencies.

2.1 Brief Description of the S_IP. Instrument

The Scanninp 2'ultichannel blicrowave Radiometer consists of five concentric

antennae, which measure radiances at 6.6, 10.4, 18, 21, and 37 Gllz in two

: polarizations. The Nimbus 7 St!)fdscanned 25 ° to each side of nadir from an

altitude of ,BOO km resultln_ in ground resolution of on km for the 18 and 21 GHz

Lbannels and a possible maximum resolutlon of 30 for the 37 Gllz channel.

Verification of the interpretation of St_._ff_-derivedatmospher "__ water paranmters has

been done to a greater extent for the sister instrument on the Seasat Satellite

which operated for three months in 1978 (e.g., Katsaros et al., 1981; Taylor

et al, 1983; Alishouse, 1983; b_c?lurdie, 1983). The inteTrated water vapor has
consistently been found to agree both in mean and standard deviation with values

obtained by integrating the vapor content measured by radiosonde ascents. The

calculated liquid water contents show patterns which agree qualitatively with the

cloud distribution on visible or Infrared satellite images and the rain rates

produced by SMMR algorithms typically agree in a qualitative sense with the

subjective coding of rainfall in the synoptic ship reports.

2.2 Algorithms

The results presented here are based on the integrated water vapor data

• archlved In the V.eophyslcal data record, which has been calculated with an

al_/orlthm according to Utlheit and Chang (1980). tlowever, bias corrections to the

brightness temperatures and other corrections have also been applied (see Nimbus 7
SMHR User's Guide, 1984). The cloud liquid water and rainfall rate were calculated

with special so-called "team" al_orithms from the 18 Gllz and 37 GHz horizontal

polarization brightness temperatures. Cloud liquid water and rainfall rate are not

archtved due to the very limited verification and the much greater uncertainty in

the underlying physics for these parameters. Emissions at 37 GHz by raindrops are
known to depend on the freezing level in the cloud and the drop size distribution,
but variations in these quantities are not at present Included in any way in the
algori thms.

The liquid water algorithm gives "funny numbers," i.e., there are even

,_ negative numbers at present, but this is probably only a bias effect, and the308
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patterns obtained by contourin_t appear reasonable. The rainfall rate algorithm
used was the follo_Jing:

RR = (TB37 H - 190)/10.0 (i)

where RR is the rain rate with units of mm/hr, TB37 H is the brightness temperature
in the 37 Gllzhorizontal polarization channel.

3. CASE STUDIES

It is fortunate that early i- the Nimbus 7 mission the CYCLES project was

operatin_ radars and rain gaup_es on the west coast of the State of Washlnyton.
Information on the rain distribution and amounts fro_r_these two sources will be

brought to bear on tl_e SNNR observations in case study A below. Because of the
fine resolution of the 5.45 cm wavelength radar from the National Center for

Atmospheric Research (I° beamwidth, 280 m range _ate spaclng) and the fine

resolution of the tippin_ bucket rain _auges (typically 0.05 mlq), we have the

opportunity to look at whether the known mismatch between the resolutlon of SMMR

(at best 30 kin)and typical spatial scales of precipitating areas is a serious

problem. The rain areas are often oblong, typically 3 to 5 km wide and 18 to 41 km
long in these storms (e.g. Persson, 1980).

3.1 Case Study A: Portion of Orbit 1743 Off the Coast of the Pacific Northwest r

"Centered at 0104 PST, 27 February 1979

The SN._ swath for this study intersected a well defined cold front as it was

crossing the coastline of the State of Washington. It is seen in the surface

weather map for 0100 PST (Fig. I) and the GOES-t_'est IR imagery at 0045 PST
(Fig. 2). The SM[_Rmap of integrated water vapor is found in Fig. 3. The frontal !

location shown has been found independently of the SMMR data by careful examination
of the CYCI.ES data and standard synoptic information, Includin_ buoy reportq, and _
the GOES-West imagery. Notice how the front lles along the leading edge of the i

water vapor gradient, which is In good agreement with the findings from Seasat S_R [

data by Katsaros and _icHurdie (1983); notice how the integrated water vapor
appears to define the frontal location more precisely than other available i

information. The integrated liquid water patterns (FI_. 4), in spite of the odd
looklnp, negative numbers, show contours nicely ali_ned wlth the edge of both the
cloud band and the front.

I

Figure 5 is a plot of the SM}_ rain rates (30 km resolution). The undulated i

I mm/hr rain rate contour duplicates almost exactly the detailed frontal analysis -_

(see insert) of Hobbs and Persson (19_2) based on doppler radar data and valid at i
|

O100 PST. Evidently SMMR reveals the same meso-scale features occurring alonF, the ]

cold front as seen by the sophisticated radar. ]
!

We find, however, tbat the S_IFD{rain rates are generally lower than raln gauge

values !y a factor of 3 to 4, if we advert raining alrparcels unchanged towards the i
coast wlth velocities estimated from synoptic wlnd fields and the frontal motion f

(cf. table In (;loersen et al., 1984). Although most of the precipitation occurs as II
widespread rain in these mldlatitude cyclones, some of the discrepancy may be due I

to insufficient resolution of SMt_. However, possible effects of the topography on I
the ralngauge values make it difficult to draw definite conclusions about the

seriousness of thls limitation (for further discussion see Katsaros and Lewis, J

1984). The tlme of the onset of coastal preclpltation appears to be I

predictable 12 to 24 hours in advance with good accuracy (within two to three

hours) by thls advectlon technique found from this and several other case studies, i

In other case studies we have examined (all during February and March, 1979), SM_ i
i
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rain rates are found to be iq _mmch better a_,,reement with observed coastal
ralnrates, being of the same _leneralma_nltude (el. Katsaros and l,ewis,1984).

ORIGINAL PAGE IS
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Flg. 5. SMMR ralnrates from part of orbit 1743 (ram/h). Half of
the data is plotted (only half of the columns but all of the rows).
The 1 _/h contour has been drawn using all of the data. And shown
both oriented and to scale 18 a reproduction of Fig. 9 of Hobbs and
Persson (1982) depicting their analysts of the surface frontal
location near the coast.

- i

._, 3.2 Cane Stud_ B: Portion of Orbit 1992 Off the Coast of the Pacific Northwest I
: Centered at ,0119 PSTm 17 March, 1979

Thls swath of Nimbus 7 S_9_ data crossed a weak occtud_;d frontal system on a
southbound pass. The frontal Iocstion, determined without the use of Sf_R

I
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information, coincides closely with the back edge of the cloud band on the

'_ GOES-West Image (Fig. b) and has been superimposed on the SH_IR Inter:rated water

vapor map (Fig. 7).

Again we see that the cold front coincides with the leading edp.e_ of the strong

gradient in integrated water vapor. In addition, notice the lnter.._sting structure

observed by SHHR ahead of the front. For example, the tongue of dry air dla_nosed

i,,;lediately east of the front appears to correspospond to a break in the cloud band

which exposed the ocean surface to the "view" of the CI)ES-Wesz satellite (the

1.8 _m/cm 2 contour has been superimposed on the Infrared image in Fig. 6).

The liquid water content pattern (not shown) places highest values along and

just ahead of the cold front. SMHR diagnoses a double band of high liquid water

content showing some similarity to the double-banded nature of the clouds south of

42°N (see FIg. 6).

The SMMR rainfall pattern (also not shown) dla_noses a region of rain

occurring north of 44°N, with its eastern edge located colncidentally with the

_ surface front and extendln_ eastward by as much as 200 ks.

4 . CONCLUDING REM_d_KS

The new type of data provided by passive microwave sensing of the atmosphere

over the sea provides us with the challenge of fully learnin£ to understand what

these signals mean and with the opportunity to put the data In the contexts of both

operational and research work.

4.1 Summary of Findin_,s

in spite of the limited back_ round knowledge for develop_nt of the SMMR

algorithms for atmospheric integrated water vapor, liquid water and rain rate, for

the "old" rald-latitude cyclones we have studied, these parameters look very
convincing. Even if we nx=st tLink of some ot this information as qualitative at

this stage, it is at least as usetui as the familiar satelite Imagery in locating

surface fronts over the sea. We can identify liquid water regions within cloud

systems, and they are in expected regions when compared to cloud imagery and

location of fronts. The rainfall data can also identify frontal locations. They
show meso-scale fea_.ures of rainfall distribution in agreement with present

knowledge about such structures, and the an_)unts given by the very simple

algorithms are of the s_me ma_itude as the areal rainfall average for most of our
case studies.

4.2 Gaps in Our Knowledge or Understanding

_Je have several kinds of gaps in our knc_ledge related to StrtlK measurements

and the water In the atmosphere as vapor, cloud droplets or raindrops:

First, we have Incomplete information about how these parameters vary on the

memo-scale, and, in particular, how they vary in storms at different stages of
their develop=ent and in different regions of the ocean. This infortmatlon Is

potentially obtainable from passive ndcrowave measurements, but without some

knowledge of the variability from other work, we c_nnot estimate what errors we
might incur with limited spatial resolution.

Second t we don't know how accurately passive microwave instruments can

determine liquid water content and rainfall rate, since we have not yet verified
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the al?,orlthms on the relevant spatial scales. Theoretical studies by l,ilheit

et el. (1977) show dependencies on assumed dropslze distribution and freezin_

level, flow variable are these para_neters? Can they he accounted for by adding
another u_asurable qoantity to the al_,orithms?

Third, we don't know how to use sor'_ of this new infor_ation. It real time
inter, rated water vapor maps consistently tell us where the fronts _re, an
operatinn,_i meteorologist wouiÁ! certainly know ho_ to use th.,t inforr'atlon, but how
do we u_,e inter, rated cloud liquid water and rainfall data? Can we relate these
measuzes to the enereettcs or development of astor, n (particularly its future)? If

_ we only have occastnnal sampltn_ from polar orl_itin_ sate] lttes, how do we make useof the infort,_ation operationally or statistically for climatology?

It is known that total cloud li_t, id water content can be used to parameter'ze
the absorption of visible lty.ht by the cload and it is al_o a measure of emissivity
of in?rated radiation (e.g. DeVault and Katsaros, 1982). Could we use these

relationships to calculate the radiative heat hudFet aL the sea surface?

Other possible uses for this type of data is In esttnkatin_, the role of water

phase c' ,,mtstry in the atmosphere and to estln'_te precipitation efficiency from the
relative values for cloud liquid water and rainfall rate (Dean Ite_zg, 1984, personal
communication). Can microwave data be obtained accurately enough for such

interpretations ?

Integrated v,ater vapor in conjunction wiCtl sea surface te,nperature and winds
have been used to estimate the evaporation rate from the sea (W. T. Llu, personal
co_muntcatinn). What is the ultimate accuracy of such parametertzattons?

/+.3 Heco_,r_endations for Further _ork and Experiments

We need direct comparisons between passive microwave observations of storm
systems and in situ areally averaged measurements ot the relevant parameters. This
would requlre dedicated experiments designed specifically for this purpose (at

least sor_ dedicated resources) using two or rrore instrumented aircraft and perhaps i
upward looking radiometers on small islands or ships.

We also need to pursue theoretical and experimental work on ftndtnp, the t

optir_m microwave frequencies or combination of frequencies for zr_asuring the _-
various atmospheric water parameters, i

ii

And, n,_ that these new meastttes are within reach, we need etn_,latlon type !
expertnlents to find imaginative ways to include them in the dlaynosls and proRnosls j,
of atmospheric _torms. !
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TEMPERA_h_L AND HUMIDITY PROFILES IN THE ATMOSPHERE FROM SPACE BORNE LASERS

( a feasibility study )

Hartmut Grassl and Peter SchlGssel
Institut fGr Meereskunde

DGsternbrookerWeg 2o
D - 23oo Kiel I , FRG

ABSIT_ICT

Computer simulations of the cifferentia! absorption lidar technique in a space
craft for the purpose of te_eratu_ and humidity profil_ng indicate:
I) Current technology applied to 02 and H20 lines in t_ .T to .8_ m wavelength

band gives sufficientlyhigh signal-to-noiseratios (up to 5o for a single
pulse pair) if backscatteringb} aerosol particles is high, i.e. profiling
accurate to 2 K for tempera%tu_ and lo % for humidity should be feasible
within the turbid ic_,_ertroposphere in 1 km layers and with an averaging
over approxi_tely 1_,,,"_"l _,

2) The impact of short term fluctuat._ol,._in aerosol pm_icle concentration is
too big for a one laser system. Only a two laser system firing at a time lag
of about 1 millisecond can surmount these difficulties.

3) The finite width of the laser line ard the quasi-random shift of this line
introduce tolerable, partly systematic errors.

1. INTRODUCTION

The retrieval of temperature and humidity profiles from radiances measured with
current space borne passive radiometers mainly suffers from a poor height reso-
lution. Therefore ar_ system increasing the number of irnependent informations
- equivalent to enhanced height resolution - at the same or even slightly reduced
accuracy level _s highly desirable. The present study simulates the backscatter-
ing of laser light by the atmosphere to a space craft flying at 25o or 8oo km .
above the earth surface. The main goals of this study, temperature s.udhumidity
profiles, need at least two wavele_hs, while the aerosol backscattering profi- -_
les in clear atmospheres and above clouds as well as cloud top detection can be
determined from a single wavelength lidar.
We report on temperature and humidity profiles from a two wavelength differen-
tial absorption lidar (DIAL).Quite a ntm_er of parameters, which all influence
the backscatteringof laser light and the accuracy of its detection have been
set to realistic values or varied within realistic ranges in order to assess
their impact on the signal-to-noiseratio (SNR):
- troposphericand stratosphericaerosol particles
- absorber amount (for ht_dity profiles only)
- laser power (remainingwithin technologicallyfeasible ranges)
- instabilityof the laser wavelength
- width of the laser line

shift of the 02 or H20 line center with atmospheric.pressure
-"tlme integration (equivalentto l_er thickness deslred) !
- line shape of the atmospheric absorption line
- space averaging (necessary to increase SNR) "_.,
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2. BASIC EQUATIONS

_! We start with the lidar equation describing the power _eceived at the detector
_ £(r) after backscattering of laser power Po by a subs._,_n_,eat distanc r.

" PI l:poloA
with Po = emitted laser power accounting for losses within the laser optics

_7o = correction for beam overlapping
= optical efficiency of the receiving system

_ effective receiver area
: pulse length

c = velocity of light
S(r) = backscattering coefficient at distance r

: e(r) : extinction coefficient at distance r": r

Discretization of the integral in (I) into m finite layers with thickness ar and
" and formulation for two wavelengths k I and k2 leads to the ratio of signals

, i L='f: (2)

PC_,x.,.) f3(-,-,x_) T7 _.×p(-2e(_-_XDaO
"! L= "I

where m'= r - at/2 has been introduced, Writing (2) in ter_s of the Layer i-1
Leads to a recursion formula, which - after the meglection of the wavelength
dependence of B (certainlyvalid for _k-_.2nm)- is reduced to i

i

Resol_ for the differezmial absorption coefficient &k(r3 = k(r:k&) - k(r:X2)
we get

.,.,X,) • P(.,--_, x,.)_= k_=') -- - _ ._.n --- (3) {

If one laser wavelength, A2, is in a window between absorption lines, the ; I
differential absorption coefficientak(r_ = k(r,kl). Mow adopting the Lorentz

, line shape the absorption coefficient at wavent_ber v reads

;

! k(v'_ -- 5_'; _'; (4)
|
7

whereS = li/leintensitydependingon temperatureT
Vo = central waventmber at standard conditions _ '
_ : ].irehelfWidth uependizg on T and pressure p

= line shift depending on T and p

we introduce one of the desired parameters: temperature T.

Accounting for the temperature and pressure dependence of S and '-
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we have to handle some more parameters,

So = line strength at reference temperature To
Eo : energy of the lower state
ko -_Boltzman_ constant
g = molecular constant depending on degrees of freedom for 1otation

(6 = 1 for linear molecules,E= 1.5 for H20)
do : halfwidth at To,Po
Po : iatm pressure

but we also find the second desired parameter: the number density n(r_ of the
molecule having a line at vo. Insertion of (4) for _ =vo and of (5) into (3)
gives the basic equation for temperature determination as long as n/p is known.

J'-"/z

4.432 R_ o P

For given T and p this expression can be _._,£o_Zated to allow for instance
water vapor determination.

A more thorough treatment of the DIAL technique should account for the Doppler
az_iVoigt line shape too. However, since the subsequent error equations are also
valid for the Doppler line shape and deviations from the Lorentz line shape in
the troposphere are well within the errors of laser line shape knowledge, we _,
omit in accordance with a statement by Megie et al (1983) a thorough treatment
of _bigt line profiles.

3. ERROR ASSESSmeNT
!

We define the e_or of a PJnction f(xi;i=i,...,m)by

_, af_,Af(x_ j_°_, ....,_) - I_1 _*_ (8)

which resolved for _xj reads

af_l_x, I a{" Izl , )/_.4 l axj ' (9)
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% Applying (9) to (3) we get for the absorption coefficient

(lo)

ziv .SNR_ _ SNR_

Eb_ approx_tion uses P/AP = Sb_ and neglects the first term in (Io),
which is of the order of lo-6 to lo-8 for an error of lo m in the determination

of ar = 1 _n and for an optical depthS= k(r_ ar between lo-3 and Io-1, while
: the second and the third vary from lo-1 to 1o-3 for SNR between I and 1oo.

CalculatingAT/T according to (9) using (6) yields

_T _ l_p _n _ ,_ _]
"= - ( �+--(�I/ (11)

The application of (9) to (7) finally gives the relative e_ror nH2OlnH20 for
water vapor profiling.

= "1'. ' +_ q-

n 9 I ko T Z I-T _'k vSNR

4. THE SIGNAL-TO-NOISERATIO

The error equations (lo) - (12) mainly depend on SNR at the detector. The most

important noise sources for this study (fixe_ to the .75#m wavelength region)
are:

I) shot noise caused by statistical fluctuations of photons constituting the
signal current

2) background noise due to backscattered or reflected sun light

All other noise sources have been shown to be negligible (Endemann, 1983). For
the above noise sources Megie and Menzies (198o) propose

SNR : (13)
-, ( + )v-

, with the nt_nberof backscattered phot_ received per unit time f_om layer k i

c

._ and the nt_ber of background photons per unit time _i
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h{ (15)

Pk : signal power from layer k after passage through the front filter in front
of t_ detector

_ = filter transmission
_ = quantum efficiency of the detector
f = frequency ( f = c/_)
IB = background radiance
_D_= field of view of the receiver optics
B : filter bandwidth
h = Planck's constant

5. RESULTS

5.1 Ir_oa.ct of Variations in Aerosol Particle Concentration

Before we discuss the signal-to-noiseratio of the proposed system the errors
due to random fluctuations of aerosol particle concentration in both the hori-
zontal and vertical direction between two pulses of a multi-wavelength lidar
are presented. Table 1 clearly demonstrates, that there is no wa_ to get accurate
profiles with only one laser shifting wavelength wittin o.1 second. If particle
concentration varies by only o.1 percent - still unrealistically low - between
two pulses, the relative error calculated from loo trials with a random number
generator reaches at the maxinum o.7, o.4, and 2.1 percent for temperature T,
pressure p and nunber density nil20in the troposphere

Table 1: Max_ error in percent caused by variations in aerosol particle
concentration between two pulses.

!Variation A T/T A p/p Z_n/n (H20) level
..... I '

1% 20.o 8.o 37.o troposphere
, , m

o.1% 1.6 2.3 II.o stratosphere
.... o.7 o.4 2.1 troposphere

5.2 Signal-to-NoiseRatio (SNR)

This section stic/_sto a two laser system, as sl_ownto be necessary within the
previous section. The separation of pulses has to be below a millisecond in order
to neglect particle concentration changes. The SNR calculations include the major
noise sources: shot noise and background noise of the sunlit atmosphere as ex-
press_ in (13) - (15). Other noise sources have been hend_ed by End,rearm(1983)
and shown to be negligible for the proposed system whose pe_fo_-_mncewill be
tested under laboratory contitions.
SNR depends on such a variety of parameters that part of them has been fixed in
order to assess the influence of some specifically, In accordance with the envi-

s.agedhardware development we have set. _,:o.45, _:o.18 (Endemnn,1983a),
A : 0.25 mZ,/l: 0.5 mrad, B = 1 nm, _r = 1 kin;IB varies f_ O (night).to 5
(standard illumination) and 2oo W m-2 st-1 m-1 (strong mn glint or thick clouds).
The central wavenumber w = 12975 cm-1, Po = 25 MW, and the height of the space
craft varies from 250 to 8o0 kin.The line parameters used are summarized in
table 2. The first atmosphere adopted is a standard atmosphere for 6o'N, July,
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_" with 23 _n horizontal visibility at the ground and an aerosol scale height of
1.25 kin.TheSNR values displayed in figures I and 2 for 25o and 8oo km clearlys

demonstrate:

'_ SNR_-1Ofor a single shot is only achievable within the troposphere. SNR for the
on-line shot is drastically reduced for the stronger 02 line. However, this does

' not mean enhanced temperature error, because the concomittant increase in optical
deptht_= ar k(r') more t,hancompensates this reduction. An additional constraint
is: measurements must be taken outside sun glint areas. Within these first figures
we did not tune aerosol backscattering in order to reach higher SNR.

Table 2: Lines and windows chosen
+

waveler_thk wavenun_er _ absorber line strength So hal_ridth lower state
: and use _o energy Eo

_m cm-i cm cm-I cm-I

o.77o7129 12975.ooo window; T
o.7711989 12966.823 02 ; T o.734 io-26 o.o42 18o3.18

i- o.7698983 12988.728 02 ; T o.431 Io-25 o.o42 1422.5o2
_ o.78666oo 12711.972 H20 ; n o.362 Io-24 o.0655 7o4.214

o.78672o1 12711.ooo window; n
t +

at 296 K and Io13.25 hPa
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.-J Figure I: Vertical profiles of backscattered power (_) and SNR for a standard JI

atmosphere at 6o°N, July, with 23 _n horizontal visibility, aerosol i
i scale height 1.25 kin,space craft at 250 kzn.The thicker c,_rvesstand ,
J' for the weak 02 line, thinner ones for the stronger line.Pulse energy I
" for all the sir_ulationsis kept at o.5 J. I
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Figure 2: As fig. 1, however space craft at 80o kra

Since figures I and 2 show SNR for one pulse pair, an aver_ over 1co pulse
pairs, which will be tolerable from the point of view of hori_.ontal resolution,
gives 8_ > ioo in large parts of the troposphere for a space craft at 250 _n.
Using a standard aerosol model (Lenoble and Brogniez, 1983) for continental
areas in the troposphere and a young ( I month) stratospheric aerosol layer of
volcanic origin SNR is enhanced compared to the atmospheric model in figures I
and 2, now surmounting the value io even for a space craft at 80o _ under night
conditions. All the other aerosol models proposed, which were input to our pro-
gramme but are not shown, do not give strongly different results. They all point
to the drastic dependence on aerosol particle concentration. Rayleigh scattering
can not give high enough SNR.

5.3 Relative Temperature and Hunidity.Error

The error equations (11) and (12) were explored under a variety of situations.
However, the only figure displayed already contains the main result. _he temper-
ature error AT/T in the lowest troposphere (figure 4) for Ar=2 _n is below 2 K
only for SNR2 (window wavelength) -_2oo and rather low total optical depth _ of
the line. For water vapor profiling very similar results exist. However, the rela-
tive error an/n at SNR2 -_2oo is only below o.'I-at a Eo : 9oo cm-1. _b_ dependence
ca 1;°isuncha_ed.
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Figure 3: Vertical profiles of backscattered power (--) and SNR for a standard I
atmosphere at 6o°N, July, with continentalaerosol in the troposphere
and volcanic aerosol in the stratosphere, one month after eruption. !
Thick lines for a space craft at 250 kin,thin lines for a space craft
at 8o0 _.

6. _RORS CAUSED BY THE FINl"l_WIDTH OF THE LASER LINE

Most simulations hitherto reported neglect the laser line width. According to _i
Browell et al (1983) present lasers have a line width of 3 pro,corresponding to l
0.05 cm-1 at o.?_m. Korb and Wen_ (1982) assume 0.02 cm-1. Thus the laser line !
width is comparable to the halfwidth of the 02 and H20 lines chosen. Since the
above simulations asst_nethe laser line to be monochromatic and to meet the ab-

e. sorption line center we have to assess the errors thus introduced. The optimal '.
.,. approach would be: revised arm/_tic solutions. Here we adopt an inferior approach, t
_ We avera_, transmissions due to gaseous absorption within one la_er spectral/y, I_--' symmetric to the line center. The differential absorption coefficients thus ob-

tained are handled as before with the monochrccmtic approach. The result is a j

. systematic error. Asst_ing a rectangular laser line of width 0.05 cm-1 the relative I1
;" temperature error varies from +I.1 percent in the upper tmosphere to -.53 percent i
_ in the lower troposphere.Assuming a triar_ular distribution,where the laser line

intensity has dropped to 118 at 0.025 cm-1 distance from the center, _T/T lies J
. between -o.oi and +o.12 percent. The relative h_nidity error _n/n then varies I!

between +2.0 and -0.95 percent, i"I

i
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Figure 4: Relative temperature error AT/T as a function of the signal-to-noise
ratio for the window position, SNR2, for different total optical
depth _*as indicated.

7. FLUCTUATIONS OF LASER FREQUENCY

The instability of the laser frequency also causes errors, which in this case will
not be systematic.After Browell et al (1983) contemporary lasers show fluctuati-
ors of _ o.3 pro,approximately a tenth of the halfWidth of the absorption lines.
We simulated these fluctuations by shifting the laser line in two different ways:
1) random shift w"ithequal probability for all deviations within + o.3 pro;
2) random shift with a Gaussian distribution and a standard deviation 6= 0.3 pm

and accounting for a finite triangular laser line width of 3 pm (Io% level).
AT/T varies from nearly o percent to o.I percent for both cases dependir_ on -:
height level. The values An/n reach 1.5 percent. This, however has to be compared
to the _n/n from (12) and thus is not intolerably high. All numbers reported are
valid for the troposphere only and after an averag/ng over too realisations.

8. INFLUENCE OF A POSSIBLE ABSORPTION LINE SHIFT WITH PRESSURE

The absorption lines of atmospheric gases are not fixed to a distinct wavelength._
Their shift is negligibly small for mar_ applications. The shift t'= _12.75 p/p,,(T./r)-
is comparable to the laser line shift._ ranges from 0.oo2 cm-1 at 5o hPa and
220 K to o.o18 cm-1 at the ground at 290 K. A laser signal thus centered at the
apsorption line at the tropopause is off the center to the shortwave wing of the
line in the lower troposphere. The systematic error reaches -0.8 percent for z_T/T
in the lower troposphere, while for the values mn/n we have to expect up to -12
percent. _here should a_ain be pointed out, that the _chosen is a theoretical
estimate which needs verification.
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9. CONCLUSIONS

The major result of this _tudy is:
Tropospheric temperature and humidity profiles in I to 2 _ layers may be deter-
mined by a space borne DIAL using present technology to an accuracy of better

". than 2 K or io percent respectively under the foll(_ing conditions:
1) Two laser system firing with a time lag below I millisecond.
2) Averaging over at least loo pulses for a space craft at 25o k_ height.
3) Averaging over some hundred pulses for a space craft at 8oo kin.
4) Highest accuracy is found for both temperature and humidity with 02 and H20

lines respectively at total optical depth at the line center within the
o.1 to o.5 range.

5) The optical depth of the pLu_ R&yleigh scattering atmosphere in window areas
has to be strongly enlarged by aerosol pP2ticles, i.e. only turbid atvospheres

_- give reliable results.
Major gaps found:

._ I) The impact of laser line width and laser line position fluctuations or accur-
_ acy has to be investlgated in more detail.
"' 2) The poor knowledge of absorption line shift with atmospheric pressure hampers

an assessment of its importance for DIAL from space.
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A NEW TECI[NIQUE FOR MONITORING TIIE

_"- WATER VAPOR IN THE ATMOSPIIERF

_ , Harold D. Black and Arie Eisner

. The Johns Hopki**s University

_ "_ Applied Physics Laboratory
Johns Hopkins Road

Laurel, MD 20707

; (USA)

- ABSTRACT

In correcting satellite doppler data for tropospheric effects,

we have found that we can infer the precip_table water vapor (Pg_)

at the tracking site. The determination proceeds via a least-squaresl'

. _ fit of a refraction parameter to each fifteen-_inute pass of data.,2

,- For its success, the technique depends on having: i) an ephem-

eris for the satellite, 2) an analytic model for the refraction range

' effect that is good to a few centimeters, 3) doppler (range differ-

_ ence or cycle count) data with noise level below i0 centimeters, and
., 4) a surface pressure/temperature measurement at the tracking site.
i

The P_ is a by-product of the computation necessary to corzect

• the doppler data for tropospheric effects. We have tried for a num-

_ ber of years to reliably isolate the tropospheric refractive effect :

in the doppler shift measurement. It is only recently that we have {
succeeded in doing this. Our rec_nt success was due to a formulation :
of the refraction integral which minimized the necessity for explicit

_. water vapor, temperature and pressure profiles.

1. THE DOPPLER SHIFT AND THE REFRACTIVE EFFECT

_ A common and convenient model of the doppler shift measurement !

contains the range to the satellite at two contiguous times. These i

} ranges are corrupted by tropospheric effects which can be written: {
I

/ i6s = I0 -6 (Nd+N w) do (i) '

_ wherein I

Nd is the "dry" refractivity : _I
i

Nw is the "wet" refractivity I
i I

The Smith-Weintraub expressions for these are: i

q
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_d = 77.6 P/T

_ = (3.73 x 105 °K2/mbar) e/T 2
." W

wherein

: (e,T,P) are the (water vapor pressure, temperature total atmo-

spheric pressure) at a point within the troposphere.

Units consistency requires e and P in millibars and T

Physical rigor (Fermat's principle) insists that the integration path

be an extremum. Except at low elevation apgles, this requirement is
not important as ray-tracing studies show; we can use the instanta-

neous straight line connecting the satellite and observer for the

integration path. If we then change variables from p to h (see
Fig. i), we obtain

_- hd£

ts = 10 -6 1 (Nd+Nw) dh (2)

°

Since both the wet and dry troposphere extend to heights that are

small compared to the radius of the earth; h/Re < hd/Re = 0.007, we
replace eq. (2) with

•/hdAs = 10 -6 Idw (Nd+N w) dh (3)

0

wherein

! i -'12Idw _ 1 -- i + Xdw hd/R (4)

and

.. 0 < IXdw = Xdw (e,T) I < 1
I
J

i
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Using explicit models of Nd and Nw which, in turn, require models for

: the atmospheric state, we were able to show that eq. (3) and (4)
_',_ could be written
4,

I0-6 .,_ .. cos E
= (_,_d+_w) dh i - 1 _ O.O01 (5)

with an error which did not exceed a few centimeter_ if we do not use

elevation angles les_ than 7.5 ° . Above 20 ° the form l_-spractically
exact, i._., the error is, at most, a few millimeters.

Equation (5) is a convenient separation (amplitude . geometry),
moreover, in the amplitude

/d_s h = 10 -6 (Nd+N w) dh (6)

0

! We have absorbed, "buried", the difficult problems of modeling the

atmospheric state as a function of the surface conditions. We say

difficult'; the water vapor is not uniformly distributed in the half

space above the observing site, and modeling has fundamental limita-
tions.

We used eq. (5) as a model of the tropospheric range effect and

- associated an amplitude, eq. (6), with each fifteen-.minute pass of !
data. We fitted the amplitude without any a priori constraints on the

value of ASh; although we have, with a surface pressure measurement, a
lower bound i

hd?

(the dry effect = 10 -6 J Nd dh) which is 85-90 percent of the

0 _
i

combined wet-dry integral. This dry integral is very closely 2.305 i

(meters) times the surface pressure in atmospheres. To isolate the i

tropospheric amplitude, we performed a four-parameter fit; the three I
• iadditional parameters absorbed orbit, position and frequency biases

- 2. RESULTS I
I

_" We have used doppler data characterized as follows: I
I

Obtained at a globally-distributed set of tracking sites I
_ from two of the Transit satellites, 30140 and 30180. !

2. O_e two-day data span was obtained during February 1980 !
| (days 48-49) and another during July 1982 (days 197-198)• Each span I
• contained approximately eighty passes, i
! A
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• Results of the amplitude fitting for days 197-198 are sho%_ in

Fig. 2. The lower bound, the straight line, is a consequence of the

Hopfield theory (see Refs. 2 and 4). Data points falling below this

straight line are "wild" (invalid). There are four of these. The

distance from each of the _alid data points to the straight line is
the wet term

i0 _ _;w dh

We then computed the mean value (for the valid data) at each of the

sites; mean over two days for each of the two data sets. Four sta-

tions were represented in both data sets: Johannesburg, Seuth Africa;

Las Cruces, New Mexico; San Jose Dos Campos, Brazil; and Herndon,

Virginia. The data at these four sites agree with the (usually true)

; finding that the atmosphere contains more water vapor in the sum_er
than it does in the winter, Fig. 3. A tabulation of the results shown

in Fig. 3 is given in Table i. From Fig. 3 we see that synoptically

the wet term is about I0 percent of the dry.

M
, 3. PRECIPITABLE WATER VA_OR

!|_ii The 'wet' range integral for a vertic_l path can be written,

using the Smith-Weintraub expression for the refractivity:
?

5

0

I: and assuming the water vapor obeys the perfect gas law:

T

e = Pe RT (8)

we have

/ PeAS w -- 0.373 R _--dh (9)

and, in turn, a linear decrease of tem_eratui-e with height facilitates

' an expansion in terms of the mo_e_ts of the water vapor distribution.

0. 373 1 dh + L
i ASw = T0 RPw _ Pe _ h Pe dh + ... (i0)

alternately,

i
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1.722 X 103 1 /'r | L hwv

'Sw -- _ Ow ]'e dh I 1 +"0 TO

Dw is the density of (liquid) water. TO is the surface temperature
(°K) ,_nd L is the (absolute value of the) temperature lapse rate

(= 6.5°/Pro), hwv is the scale height of the water vapor in the atmo-
sphere (_ 5.2 kin). Each of the terms in the expansion, eq. (10), has

units of height. T_e first term, the dominant one, is the "precipi-

table water vapor" The dimensionless term in front is about 6.0.

It is precisely 6.0 for TO = 287°K. The second term (the first moment
in the expansion) is approximately 5 percent of the precipitable water
vapor (Ref. 3). The second moment is a factor of ten less than the

first. Consequently, we can, with surface temperature and pressure

measurements, interpret our results for the (wet) range effect in

terms of precipitable water vapor.

4. CO_CLUDI_G RE_RKS

In keeping with the spirit of this meeting, the significant find-

ings from this study are:

i. It is possible to determine the total atmospheric water vapor

using microwave doppler measurements. This measurement differs from
the water vapor measurements made with radiosondes or with microwave

radiometers. The latter two produce water vapor estimates along a

profile through the atmosphere. The doppler technique produces a
different sort of estiPate; it is a 'bulk' estimate over that fraction

of the trol:osphere swept out by the satellite-observer vector.

Typically a region extending out to 150 km, on the satellite side of

the observing site, will be s<impled (see Ref. I). Each of these kinds
of measurements have their uses.

It would be interesting and useful to study the correlation
between the different kinCs of measurements. The data currently
exists to do this.

2. It is possible to derive a model of the tropospheric range
effect which is accurate to a few centimeters. The 'thinness' of the

troposphere (compared with the radius of the earth) is an essential
fact in developing the model. By model we mean one in which there is

a clear separation of geometry on the one hand and an atmospheric-

state-_ependent amplitude on the other.

3. The tropospheric range amplitude is (demonstrably) separable I

|

from the otber errors affecting the doppler shift. The accuracy with

which the tropospheric range effect is isolated depends on the I

accuracy of the modeling and the noise level of the data. The exist-
I
i

ing data noise is about i0 cm (in range difference), and we are cur- i

rently unable to fully exploit the accuracy implicit in the theory. I
J
I
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_; It is easily within the current state-of-the-art to build

satellites and ground equipment which will reduce the noise level of

the data. Equally important for these purposes would be raising the

frequency pair from 150/400 MHz to (say) 400/1200 MHz to reduce the

higher order ionospheric effects in the data.
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I. INTRODUCTION

The impact of satellite temperature soundings on numerical forecasts was

reviewed by Ohring(1979) who summarizes that "The small average impact ob-

taLned is the result of a combination of positively influenced and negatively

influenced forecasts and not the result of a consistent impact on each forecast."
Moreover, "The small effect of the satellite data is also evidenced by almost all

qualitative and synoptic evaluations of their impact." This appraisal has been l

sustained by Atlas et ai.(1982) who determined by subjective evaluation of nu-

merlcal prognostic maps that a significant improvement due to the assimilation of
satellite data into the initial specification resulted in only a very small pro-
portion of their case studies.

The above £efers to the '-pact of satellite temperatures from systems which ,

pre-date the launching of the third generation of vertical sounding instruments
aboard TIROS N (13 Oct 1978) and NOAA 6 (27 June 1979). The flrst evaluation of II
soundings from TIROS N was reported by Phillips, et ai.(1979) who found that
oceanic, cloudy retrievals over NH mld-lattltudes show a cold bias in winter.

Gruber and Watklns(1982) confirmed this for both satellite systems using a larger

data base. They also showed that P_L_differences between retrievals and co- i

located _adiosonde observations within the swath 30-60N during the 1979-80 [

winter were generally 2-3K in clear air and higher for cloudy columns. This implies

approximately the same error level as that s_arlzed by Ohrlng(1979) for previous
sensors.

Broderlck(1980,1981) has reported two case studies which show a positive

impact of TIROS N temperatures on the analysis of synoptic weather systems. In
both cases analyses prepared from only satellite temperatures seemed to give a

better definition to weather systems' thermal structure than that provided by

corresponding NMC analyses without satellite data.
Thomasell, et ai.(1983) summarized the results of a set of 14 numerical !

forecast experiments performed wi_.h the PE model of the Israel Me_eorologlcal }

Service (IMS); these were designs, to test the impact of TIROS N and NOAA 6 l
temperatures within the IMS analysis and forecast cycle. Their study discusses I

the satellite data coverage over the NH, the mean area/period S1 and RMS verifi- ]
cation scores and the spatial distribution of SAT versus NO SAT forecast differ- 1
ences. They find mixed results regarding the benefit derived from the satellite + !
data although they conclude that positive forecast impact does occur over ocean • i
areas where the extra data presumably improves the specification which is other- _
wise available from conventional observations.
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"_ Broderick(1983a,b,c) examined the forecast impact fcr three cases from

_ the same set of experiments (i-14 Jan 1980). In one he found that satellite

temperatures, some of dubious quality, observed over the Atlantic Ocean con-

tributed to better forecasts over Iceland and central Europe although a worse
result was verified over Spain. Tilesecond study showed that the better scoresB

of a forecast ba_c_ also on satellite data and verified over North America

actually represented a mixed impact on the forecast synoptic patterns. His
third case shows a superior 48hr 500 mb forecast over the western US due to

the better initial specification afforded by satelllte-observed temperatures
over the north Pacific Ocean.

2. EXPERImeNTAL DESIGN

This report describes three case studies of satellite temperature impact

(from NOAA 6 and TIROS N) on analyses and forecasts made by the IMS. The first

of these is from the same group of experiments described above, the second is

from another series (6-30 Jan 1979) which is during the special FGGE observing

period and the third is from the series made for the period 20-27 Dec 1979.

The experiments were made as part of a cooperative study in which NESDIS pro-
vided temperature retrieval data to the IMS; results are being analyzed both
in Israel and at NESDIS. Satellite data observed over water and over north

Africa were assimilated into the IMS objective analysis routine to create the
: initial conditions for 48hr numerical SAT forecasts by the IMS model. Analyses

were made in parallel from non-satelllte data sources and these initialized the

. NO SAT forecasts with which the first kind were eventually compared. The IMS
model simulates atmospheric circulation by solving the _,rlmitlve equations at

five vertical levels on a cartesian grid (380km interval) which covers most of

the NH. The model does not simulate the hydrological cycle nor does it account

for diabatic heating.

3. CASE I, INITIAL CONDITIONS 12GMT 13 JAN 1979

Figure I shows the significant differences in the initial conditioL,s of

the SAT and NO SAT analyses. The initial lO00-500mb thicknesses show that the i
satellite temperatures (observed within a time window of +3hr) have introduced

a rather cold tongue over the central Atlantic Ocean which lowers thicknesses

there by 60-90m as compared with NO SAT. This area is southeast of a 500mb !

vorticity maximum evident on both analyses (figures 2A, 2B) and it creates a i

sharper trough oriented northwest-southeast near 40W in the SAT specification.

This also creates a broader area of positive vortlcity advectlon (PVA) south of ";
about 47N for the SAT atmospheric state at the hour of these initial conditions. I

South of Newfoundland (30-40N, 55W) satellite temperatures have defined ]

_'" warmer thicknesses (figure I) which are as much as 120m greater than those in i
f the counterpart analysis. As a result, NO SAT puts a 500mb trough at 51W while

!

_° SAT shows a shallower wave further east(figures 2A, 2B).
., Large differences in the 48hr 500mb forecasts are outstanding over the I

_" eastern Atlantic 0=can. Additional penetration of th_ SAT cold tongue has _rought I
a sharp 500mb trough to 20-25W while NO SAT predicts a shallow wavesome I0 !

longitude further zst(figures 3A,3B). The SAT forecast heights along the trough i
axis (between 39-49N) are more than 180m lower than those predicted by NO SAT. i

-2 The verification analysis (figure 3C) shows that the deepening of the trough by !

SAT north of about 40N is exaggerated giving heights 150m too low. NO SAT fore- I
casts more reasonable heights but shows no Indlcation of the troughing observed !

f

i 338

®.

"19840"19"194-340



Ft 8. 2A. Inl¢tal 500 mb hetgh¢s and Fig. 2B. Initial 500 mF. hetsh_s and

vor_ici_y for SAT. vor_icl_y for NO SAT. 339
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at 15W. Further south, imwever, ttle SAT 500mb proe is clearly superior. It

forecasts the trough quite close to its analyzed longitude and correctly

; places its apex in the vicinity of the Canary islands where it forecasts a

vorticitv maximum i,, contrast to tile NO SAT forecast of negative vortic_ty
advection there and a vorticity minimum where the trough ought to be, north of

the islands. The NO SAT trough instead lags to the west bv some 13 ° longitude.
Over the coastal waters of northwest Africa the SAt prog is within 30m ofthe

4 verification while tile NO SAT is more than llOm too high. Figure 4 _hows height-
"_ longitude cross-sections of tile 48hr forecast and analyzed 500mb pressure sur-

face for three representative iatltudes. Th'_, depiction emphasizes tile spurieus

.? deepening of the SAT forecost in the northeast alongside tile positive impact
o_er the southeast. The positive impact can be related to the initially greater

PVA at low latitudes ahead of the short wave (figure 2A, 48,) due to the in-

clusion of satellite temperatures in the initial specification. It is interes-
,_ ting to note that surface observations report some shower activity and Cb clouds
#

at the southern end of the trough, weather more consistent with the SAT prog.

4. CASE 2, INITIAL CONDITIONS 12CMT 13 J#JI 1979

_ In the series of experiments from which this case was taken, satellite

temperatures observed from 3hr before to 6hr after synoptic time were assimi-

lated to create SAT initial conditions. The wider window was necessary to assure

adequate satellite cocerage over the Atlantic Ocean. In the case at hand, dense

coverage was obtained west of 50W with the result of changing the position and

structure of a cold torgue southeast of Newfoundland. Colder satellite tempera-

tures downstream (up to itdm in thickness colder) defined a new axis position

which is northeast of the NO SAT position. Moreover, satellite thicknesses are

up _o 120m warmer to the rear of the trough making the SAT version sharper. The

•i SAT initialization therefore changes the trough position and also decreases its !

wave length giving it a higher vorticity maximum.
After 48hr the Atlantic trough i_ oriented north-south along aDou_ 27•5W.

Positive vorticity advectlon has moved eastward to the south of Iceland and the

downstream ridge is at 0° longitude over the North Sea, slanting SSE accross the

Brl_ish Isles to Spain. At sea-level the coastal ridge reaches from Scandindvia

to centcal Europe• The cyclonic vorticity over the northern part of the ocean

tilts to the northeast down to an open sea-level pressure trough from Iceland to

Scotland *
• i

The NO SAT 48hr 500mb forecast erroneously predicts _ strong ridge from

Greenland to Iceland to the southeast Atlantic. This happens to be the verified i

, position of the trough! The northern British Isles, which should be downstream i

ot an approaching trough are instead I_pt under the falr-weather downstream side
#

'_ of the upper ridge and directly under the sea-level ridge. Here the Atlantic
L

trough is forecast along about 40W aloft and about 25W at sea-level, i

_ The SAT prog is better in several Important respects. Although here too the l
northern part of the focecast ridge lags too far west its predicted position 1

I !

over the British Isles is fairly accurate and its sea-level ridge is correctly t
_ moved eastward so that the area of the British Isles verges on approaching cy-

_i clontc flow. The difference in the forecasts is a consequence of the accelera- l"

t
!
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tl._m eastward ,,f I., SAT tr_,u_h and ridge svbtem durin_ the fi. rst 24hr of the
forecast. The phase difference between tile two forecast modes explains why
rld_,in_,,was replaced bv trml_;hln_ west el the British Isles in the SAT p.'oR
and not in its counterp,,rt.

Ihe diffe, re,,t circulation forecasts imply different weather forecasts for
the British lakes, lt_e weather over the British isles ,it the time ot the ini-

tial conditions was Fair due to a sea-level high pressure system which was under

an area of likely ._ubsldence east of the upper rid>;e ay!s, As the anticyclonic
_vs,tem drifted eastward, _outhwest End,land and Ireland came under the influence

of ovcr-runnlng from an ,_pproachJn_ warm front advected by the southwest flow west

of tile upper rtd<e line. Rain ,,as alread" observed ahead of the front by OOGHT
14 lan and it spread to northern England ar, d Scotland within the next 24hr.
The analyses show that the warm front moved nortl,eastward ahead of the strong
southwesterlies _loft and was positioned under tile 500rob ridge axis which also
marked the western boundary of a large 500rob temperature gradient. The advantage
offered by the SAT prog which correctly bring- the ridge line to the British
Isles by 14 Jan, while the NO S,VI fails re do this even by 15 Jan, is that it
provides the guidance for a superior weather forecast. The correct association of

_. the warm front antlits preei, tation pattern with the upper ridge axis in the
initial conditions could have led to a correct forecast of rain onset on 14 Jan

Dosed on tileSAT prog but not the NO SAT,

In this case the satellite data responsible for the positive forecast im-

pact were observed over the Atlantlc Ocean 5_ir after the synoptic time. Since

the cold tongue was moving eastward quality temperatu.e observations from more
than 5hr after the designated tlme of inltialization should have "seen" the

trough further downstream tLan the analysis constructed from the first guess
fleld plus a sparse coverage of radiosonde ob.=ervations. It is therefore dLffl-

cult to separate the impact fr,_m :_atellite data per se from any advantage rea- -.
lized by blending late data into the analysis in _ synoptically sensitive region.
Either ,coythe satellite's advantage as a source of time-continuous data is
demonst rated.

5. CASE 3, INITIAL CONDITIONS 12G 'P ' 1979

Comparison of the 1000-500mb tuicKne_s patterns of the initial conditions

shows that the satellite data defined warmer conditions in the lower troposphere
over much ef the Atlantic Ocean. A _wath of satellite observed temperatures
taken very close to the synoptic time initialized the thicknesses some 60-100m

higher than in the NO SAT analysis over a large area southeast of Newfoundland

and some 60-90m higher near southern Greenland.These differences between the

SAT and NO SAf initial conditions occur on the eastern flank of a cold trough [

- which extends from northeast Canada southward to the western Atlantic. The high- i
er thicknesses east of the trough in the SAT version mlke the cold tongue sharper f

' and move it slightly ,,,stof the NO SAT positior., especially southwest of Green-

land.The cyclonic curvature is somewhat flattened in the NO SAT representdtion i
near southern Greenland. }

The verification after 48hr shows development of the trough into a deep [
barocllnic system near sontheast Greenland. A sea-lewl low is analyzed Just west !

. ,,f Iceland and is reflected aloft by the sharp _OOmb _tough slightly further west i

and oriented north-south along 35C. East of this trough stro_g southwesterly
flow overlies surface northwesterlles indicating strong cold adv._ction from 35W "_

to 20W. Still further to the east, northwest of the British Iv.;es, the pattarn [r
|

1
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' changes to one of weak warm advection.

Neither system predicts the sea-level cyclone near Iceland and this un-

doubtedly reflects an inadequacy of the numerical model. Similarly, the model

does not predict a very sharp trough at 50bmb. However, the SAT prog does show

• a somewha_ broader trough slightly downstream of the analyzed position. The NO

SAT prog_ on the other hand, predicts an even less sharp trough which is much
too far east. Its heights are up to 350m too low in this region while the SAT
errors do not exceed 200m.

The NO SAT 48hr sea-level prog shows a sharp trough east of its upper-air

_ position; it i_ predicted to have traversed Scotland leading a wedge of cola air
- advecLion which is _herefore forecast over the northern British Isles. Observa-

tions show that this area is far ahead of the cold air at the verification time

,_ and the cold front actually reaches the British isles only a day later. The more ,
upstream position of the SAT fore_ast uppe_ trough finds similar expression in

its 48hr sea-level prog. Here, the cold air advect_en zone, while some i0° ion-

r_. gitude too far east, nevertheless reaches only to about 8W; this predicted cold

front bisects Ireland but the prog keeps the cold air west of Scotland. One

_ practical impact of the sate1!ite data is therefore the delay in the forecast
_- incursion of cold air over the northern British Isles.

In summary, satellite observed temperatures apparently corrected the too

_j cold initial NO SAT sFe:ification east of a major trough system over the Atlantic.
_ The poorer specification combined with model inadequacies caused a more rapid

i_, propagation of vorticity than observed. Moreover, the larger zonal component

of the upper flow produced i more tilted and faster moving wedg_ of cold air

whose predicted arrival over the British Isles was about 24hr too early. Although %
the SAT forecast showed the symptoms of the model error, its better initial spe-

cification mitigated the timing error leading to a superior 48hr forecast. ,

• 6. CONCLUSIONS

The study has sho_ several examples of the impact of NOAA 6 and TIROS N
temperature observations on IMS numerical circulation forecasts. Impacts were

_raced to the differences that the satellite data made in the initial speci-

e, fication of the atmospheric state. The differences in the progs were shown to

be an improvement over several geographic areas and to constitute a degradation ..
over at least one area.These case studies support the previous finding that the

ocean areas offer the greatest potential for positive impact and we would add

_ the requirement that the enhanced specification be made over synoptically sensi-

tive areas. Impacus in the circulation progs was shown to constitute significant-

!__ ly differentweather forecast guidance. The potential for sa_elllte temperatures

in numerical forecasfing should be studied via their impact when and wherever
their error statistics can be documented.
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THE IMPACT OF SATELLITE TEMPERATURE SOUNDINGS
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ABSTRACT

The impact of introducing satellite temperature sounding data

on a numerical weather prediction model of a small national weather

service is evaluated. The Israel Meteorological Service model, a

dry, 5-1evel, primitive equation model covering most of the Northern

Hemisphere, is used for these experiments. Series of parallel fore-
cast runs out to 48 hours are made with three different sets of

initial conditions: I) NOSAT runs, in which only conventional sur-

face and upper air observations are used, 2) SAT runs, in which

satellite soundings are added to the convent%onal data over oceanic
regions and North Africa, and 3) ALLSAT runs, in which the conven-

tional upper air observations are replaced by satellite soundings
over the entire model domain. The impact on the forecasts is evalu-

ated using three verification methods: I) RMS errors in sea level

pressure forecasts, 2) systematic errors in sea level pressure fore-

casts, and 3) errors in subjective forecasts of significant weather
elements for a selected portion of the model domain. For the rela-

tively short range (_48 hours) of the present forecasts, the major
beneficial impacts on the sea level pressure forecasts are found

precisely in those areas where the satellite sounding are inserted

-" and where conventional upper air observations are sparse - i.e.,

the oceanic areas. Both the RMS and ,_ystematic errors are zeduced

in these regions. The subjective forecasts of significant weather
elements are also improved with the use of the satellite data. Of

special interest is the result that the ALLSAT forecasts are of a

quality comparable to the SAR forecasts.
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ABSTRACT

The impact of introducing satellite temperature sounding d_,'a on a
A

numerical weather prediction model of a small national weather service is
evaluated. The Israel Meteorological Service model, a dry, 5-1evel, primi-

tive equation model covering most of the Northern Hemisphere, is used for
these experiments. Series of parallel forecast runs out to 48 hours are

made with three different sets of initial conditions: I) NOS_T runs, in

which only conventional surface and upper air observations are used, 2) SAT

runs, in which satellite soundings are added to the conventional data over

: oceanic regions and North Africa, and 3) ALLSAT runs, in which the conven-

tional upper air observations are replaced by satellite soundings over the

entire model domain. The impact on the forecasts is evaluated using three
verification methods: I) RMS errors in sea level pressure forecasts,

2) systematic errors in sea level pressure forecasts, and 3) errors in sub-

jective forecasts of significant weather elements for a selected portion of

the model domain. For the relatively short range (<48 hrs) of the present

• forecasts, the major beneficial impacts on the sea Tevel pressure forecasts

are found precisely in those areas where the satellite soundings are inserted
and where conventional upper air observations are sparse - i.e., the oceanic

areas. Both the RMS and systematic errors are reduced in these regions. The
subjective forecasts of significant weather elements are also improved with

, the use of the satellite data. Of special interest is the result that the

ALLSAT forecasts are of a quality comparable to the SAT forecasts.
L

: I . I NTRODUCTION

The concept of radiometric sounding of atmospheric temperature pro-
files was first demonstrated with data gathered by infrared spectrometers on
the Nimbus-3 satellite in 1969. Operational satellite soundings over oceanic
areas were introduced by the VTPR (Vertical Temperature Profile Radiometer)
instrument _n the NOAA-2 satellite in 1972. Since 1979 (Smith et al 1979)
the operational _ounding system has been the TOYS (TIROS Operational Vertical
Sounder) or, the polar orbiting TIROS-N series of satellites. Early evaluations
of the impact of satellite temperature soundings on numerical weather predlc-

_ tions showed only marginal improvements, except for the Southern Hemisphere,

. where, because of the sparsity of conventional observations, significant

improvements were noted. More recent studies are somewhat more encouraging,
-

Bengtssen et al., (1983) Halem et el., (1983).

_ Most previous evaluations of the impact of satellite soundings on
weather forecasts ,ave been based upon forecast models used by the larger

meteorological services of the world. In the present study we examine the ,..
- _ impact of satellite temperature soundings on the numerical predictions of a

rather small national weather service - the Israel Meteorological Service (IMS).

_jj In addition to an evaluation of the impact on the forecast atmospheric flow
_ fleld, we also evaluate the impact on subjective forecasts of actual surface

._ weather elements. Prelimlnaty results were reported by Thomasell et al., (1983)

==_ and Wolfson et al., (1983).

o_
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2. ANALYSIS PROCEDURE

_ 2.1 Experimental Design

The experiment was performed with the Israel Meteorological Service

: numerical weather prediction model, which is a dry, 5-1evel, primitive

equation model. It operates at 5 sigma levels defined on an octagonal polar

stereographic grid of 1844 points _overing a large part of the northern hemi-
sphere. The grid is aligned with 5°W longitude, is offset from the North

Pole toward the Mediterranean Sea, and has a grid mesh of 360 km, true at
60°N. The integration domain is shown in figure I. The model uses a 10-

minute time step. The forecast variables are wind, absoJute temperature '

._ and surface pressure. Geopotential is computed through temperature.
Initial conditions, produced by a Cressman-type analysis (1959) scheme,

comprise height and temperature at ten mandatory pressure levels from 1000 mb

; to I00 mb, plus surface pressure. Balanced winds are computed from the

heights. For input to the model, the analyses are interpolated to the 5 sigma :

: surfaces, and for display, the information is interpolated back to pressure

coordinates. In these experiments, the analysis procedure used a 12-hour old i
analysis for a first guess. Conventional data for this model comprise radio- I

sonde observations and standard surface and ship observations. Parallel
forecast runs were made with the model with three different sets of upper air

data providing initial conditions. For the NOSAT experiment the upper air
data cot,rise conventional rawinsonde data, for the SAT experiment satellite

sounding data are added, and for the AILSAT experiment the conventional rawin- !

"; sonde data are excluded, i

For the SAT experiment satellite sounding data were introduced over the
oceanic areas and over The North-Aricen continent, where they supplemented
sparse conventional data. For the ALLSAT experiment, satellite data were used

• !over all of the area covered by the IMS model All runs included sea level
{ pressure as observed by the synoptic stations and ships• No aircraft or

satellite-derived winds were used. As a result of this configuration of the

operational system, the initial sea level pressure maps are identical for all l
, experiments, i

- I
]he model was run in the form indicated in Table I for up to 48 ho,_rs.

= The forecast fields were available for 12, 24, 36, and 48-hour projections.
Data sets were available for three different time periods and the details for ; _;
each experiment are given in Table I. In each experiment the NOSAT forecast I
errors provided the reference against which SAT or ALLSAT forecast errors were I

I compared. : I

' I
i

" Ii

• !
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, Table 1' Characteristics of the different experiments
P

Time Window

for
Satell!t_

Data Forecast

Experiment Number of Insertion Initial Experiment

No. Period Satellites (MR} Time(GMT) Type

'

I i-12 Jan 1980 2 _ 3 00, 12 SAT

2 15-23 Jan 1979 I -3, + 6 12 SAT

_i 3 20-25 Dec 1979 2 + 3 12 S,_T

4 1-12 Jan 1980 2 +4.5 12 ALLSAT

5 20-25 Dec 1979 2 +_.5 12 ALLSAT

The time window (around analysis timo) for the introduction of satellite

data in the January 1980 and December 1979 data sets, when two operational

satellites were available, was set to _3 hours. This time range was considered
_ to be a practical one for an operational system. It resulted in good data

-_ coverage for the western Atlantic for all the runs; however, the eastern

,_ Atlantic was only partially covered by satellite data at 12 GMT, and was not
i covered at all at OOGMT. Since, in regions of no observations the 12-hour old ;

analysis defines the current analysis, a 12 hr discontinuity in the data was

created along a line roughly north-south in the middle Atlantic. The time win- !
dow for including satellite data in the January 1979 (experiment 2) data set,

-3 to + 6 hours, was cnosen to get enough data from the one available satellite

I to provide adequate coverage for the eastern Atlantlc ocean. The time window
l

for the ALLSAT runs (experiments 4 and 5) was set to_+4.5 hours. This resulted {

in nea; ly complete coverage of the model domain by the two-satellite system, i

This paper will present and discuss results only of the Impact on the sea t
. level pressure forecasts. It is felt that, because of sparse radiosonde cover-

I

' age over _he oceans and the short range of the forecast, most of the impact i
should be found over the oceanic areas. At sea level, pressure is fairly well t
observed over the oceans; this allnws the forecast fields to be verified with I

-' confidence there.

r 3. RESULTS 1
. !

3.1 RMS anal ysi'_= t
I

._ The forecast sea level pressure fields uere compared with their correspond- I

i
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ing verifying analysis fields and RMS differences were calculated for each

_ of the five verification regions for each of the five experiments, for fore-
cast periods of 24 and 48 hours• These areas are presented in figure I.

The RMS differences for 48 hr are presented in Table 2, where a negative

sign means that satellite data result in a beneficial impact. To help

determine which numbers arc_significant, Student's t test w_s applied. We

have adjusted the numbers of degrees of freedom to account for the statistical
dependence of consecutive days.

Table 2: Average difference (SAT or ALLSAT -Minus NOSAT) R_S errors

: of 48 hour sea level pressure forecasts. NegaTive values

indicate beneficial impact of satellite data. Statistically

significant values at the 95% confidence level are underlined.

-." Exp. Exp. per iod Exp. type E. As ia Europe N. Amer ica Pac ific O. At iant ic 0

:: I 1-12 Jan 1980 SAT -0.5 -0.1 0.1 -I. _ -1.1

2 15-23 Jan 1979 SAT -1.4 -1.0 0._ -2.7 -0.8

3 20-25 Dec 1979 SAT -0.I -0.6 -0.2 -1.9 -1.I

4 1-12 Jan 1980 ALl_SAT 0.2 0.3 0.8 -1.2 -1.0

5 20-25 Dec 1979 ALLSAT -2.5 -0.5 -0.2 -5.7 -1.0

3.1.1 Experiments It 2p and 3p-SAT experiments

Table 2 clearly shows that consistently beneficial impacts are found

over the oceanic regions. For the Pacific Ocean the average reduction in
RMS error is about 2 mb; for the Atlantic region the reduction is about I mb.
The impacts over the continental verification areas are smaller but still

ber_ficial, except for North America where there Is no significant impact.
Western North America is very close to the model boundary and accurate repre-

senlation of synoptic systems and esoeclally jet-streams from westerly and

" ' southerly directions is difficult, Of the first three experiments, only
experic.ent 2 had satellite data in tt_ eastern Atlantic; note the improved

impact over Europe In thls experiment. The results indicate that for these)-
relatlvely short forecasts the largest Impact is located over the oceanic

- regions, _.here the satel'.ite data are Inserted and where conventional observa-
tions are scarce,

=. 3.1.2 Exper,ments 4 and 5 - ALLSAT experiments

: Experiments 4 and 5 are all satellite dat_ experiments. They examine the
possibility of utilizing only satellite soundings for upper air observalions,
I.e. no radiosonde observations are used; however surface data are requi_,_d

__ to provide a reference level for Phe satellite soundings. The results are pre-
sented In Tabl_ 2. I

.N
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_#_ Table 2 shows that over the oceanic areas the ALLSAT shows !ower RMS

errors then NOSAT. The improvement is more apparent over the Pacific Ocean
than river the Atlantic Ocean. The results over the continental areas are

mixed. For January 1980 they show up to a I mb increase in the RMS versus

NOSAT and SAT, but for December 1979 an improvement is observed over East-AsiaL
f .rope and North America.

3.2 Systematic errors

This section deals with the geographic distribution of ti,e systematic

error of the numericat forecast model used in these experiments, and the impac_

of satellite data on the systematic error. The mean or systematic forecast

error at a gridpoint p is given by

'- i cv) '

_. where Xf and Xa are the forecast and the verif/ing analyzed values, respective-

ly, and N is the samp:e slze or number of maps over which the average is

calculated. It is easily seen that

E× (p) = Xf _p) - Xa (p), (2)

: and that a field of systematic errors may be computed as the difference

between _he average forecast field and the average verification analysis. The

importance of analyzing systematic errors lies in the fact that the sources

for this error can usually be identified and even treated, i
!

The systematic errors and their differences were calculated for all five

experiments. The Student t test at the 95_ confidence level was used to deter-

mine significance. From an examination of the results from all our experiments
I

(not shown_, the following can be stated:

I
(a) Most o_ the impact is positive (i.e., beneficial) t
(b) Impact was found in or very close to those areas where sat v'ite

data had been inserted. _,

(c) Most of the statistical!y significant impact areas are ass :iated with l

the presence of well developed lows e.g., the Icelandic or Aleutian lows. I

• The impact is usually found to the soutr, east of the centers of those i
average systems, i

(d) The magnitide of the impact over the Atlantic Ocean is smaller

, than that ov3r the Pacific. I
F _

I

The above results suggest that the statistically _ignlficant (95_ confi !

_'_ dence level) contribution of the satellite data in reducing the systematic j
error is realized in the area of active weather systems. This is physically
reasonable, since we expect that the satellite data, al x+ˆ�€�noisierthan i!
conventional rawlnsonde observations (Gruber and Watkins, 1982) do have the !

capability of delineating the large horizontal temperature structure typically

associated with active weather systems. Thus the signal to noise ratio is I
large enough to result in significant reduction of the systematic error.

!
l
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It was also found that negative impact occurs in areas of time

discontinuity in the data.

Such discontinuities can occur on the border lines:

I) between those areas where satellite data are inserted and those areas

which are not updated by either satellite or conventional observations,
2) between neighboring swaths of observations taken by differ( t satellites

at different times.

4. SUBJECTIVE WEATHER FORECASTII_5

One disadvantage of the RMS measure of accuracy is that there is not a

direct correspondence between reduction in RMS height or pressure errors and
the quality of actual weather forecasts, which affect our everyday life. A

more direct way to gauge the impact of the satellite data would be through
the vehicle of subjective weather forecasts.

4.1 Subjective weather forecasting

To evaluate the impact of the satellite sounding data on the routine

weather forecasts, subjective weather forecasts were issued for a network

of stations presented in figure 2. The stations are located about 500 km

apart from each other so that synoptic scale effects could be detected.
The forecasted elements were: wind speed and direction, cloud amount and

type, and precipitation. Each element was forecasted independently. The

forecasts were given in categories which are presented in Table _ and were
issued for 12, 24, and 48 hours.

Table I: Forecast categories for weather elements.

Elements category I category 2 category 3 category 4 _

wind speed (ff) ff < 15 kt ff_ 15 kt
wind direction (dd) O" <dd <90 e 90° <dd < 180° I_0" <dd < 270 ° 270 ° <dd < 360 °

cloud type clear low middle nigh
cloud amount (N, octas) O< N < 2 3 < N < 4 5 < N < 6 7 < N < 8

precip;tation yes no

4.2 Forecast procedure and v_riflcatlon

The procedure for issuing the subjective weather _orecast was as follows.
First the forecaster was presented with two sets of forecast maps as produced

=_ by the numerical prediction t_xlel with (SAT) and without (NOSAT) satellite data,
but was not told which was which. He then issued two weather forecasts for each
station using the two sets of numerical forecast maps, The number of maps avail-
able was limited because of practical reasons. The following maps have been used:

"AII

IlJl (!) Current operational see level pressure as analyzed at the IMS.
(2) Forecasted sea level pressure and the 500-1000mb thickness.

,, (3) Current and forecasted 500mb height and vorticity.
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[ The Hansen-Kuippers (HK) Score which is the hit rate minus the false alarm

rate (Mason 1982) was used _or verification pur[)oses. This score has two

_ advantages:

T (I) It discourages persistence or climatologically based forecasts by

resulting in very low scores for _nis type of technique.

(2) The score is independent of the frequency of the forecasted events.

4.3 Results

Satellite impact on the subjective _eather forecasts may be evaluated by

addressing the following problems:

(I) What is the geographical distribution of the impact?

(2) At what forecast time was the impact realized?

; (3) How was the quality of the forecasts changed?

i 4.3.1 Spatial distribution of the impact

The cumu'ative combined 12, 24, and 48 hours spatial distribution of the,

percer.'age of different station precipitation forecasts is presented in figure

2. One may observe that there are preferred areas where the number of

dil erent forecasts maximizes. The maximum ditference area stretches from The

lirranean Sea through _-ete to the northeastern corner of the Mediterranean

Sea. This area coincides roughly with one of the frequent cyclonic tracks in
the Mediterranean Sea.

4.3.2 _orecast Quality

The impact of the satellite sounding data expressed in HK units, in which

a higher score means a better forecast, was _alculated using the impact for
each station as an observation point. The Student t test was used to assess

the statistical significance. The results are _hown in Table 4.

Table 4: Average HK scores for precipitation forecasts
with and without satellite data.

(significant results at the 95_ confidence level are underlined)

L

January 1980 January 1979

Time (hrs _, 12 24 48 12 24 48
HK with satellite .5_ ,43 ,28 .35 ,44 .27

HK without satellite .49 .5._ .29 .51 ,35 .50

Impact .06 .08 -.01 .04 .09 -.03
*lJl _ !

_lost of the impact I_ positive but not always statistically significant.

J
3S4
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5. CONCLUSIONS

'3_- _esults indicate t _t a small natlona! weath_, ;ervice usin 9 a

modest erical weather pr_diction model can improve its numerica! pre-

dictions of sea 'evel pressure and, through subjective interpretation of

the numerical predictions, its forecasts of signiflcant weather elements

by including satellite temperature soundings in the initial conditions for

the mode . However, we believe that the degree of improvement _o be ex-

pected w II depend on the details o" the model's analysis and forecast

system. For example, the Israeli forecast me_.; uses a 12-hour old analysis

as the f rst guess field for the current analysis. In sparse da+a regior3,

sa?ellite soundings, despite their inherent errors, ;mDrove the analysis over

that based upon the 2-hour old analysis and a few current radiosondes.

Models using a 12-hour forecast for a first guess field may show different
impacts.

Our" -_sulTs indlc_te that forecasts based upon an observing system

consisting of surface observdtions and satellite soundings may be better than

forecasts based on The convent. ,al surfac_ and upper air oh_cr¢;r 2 network.,

and are comparable to forecasts ba_ed on a hybrid satellile soundi_ and

conventional data system. This result has important im[Incations for The

planning of future observing systems and should be verified in experi_,qr.,s
with more s_phisticated numerical forecash models.
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: THE VARIABILITY OF THE SURFACE WIND FIELD

IN THE EQUATORIAL PACIFIC OCEAN: CRITERIA FOR SATELLITE MEASUREMENTS

David Halpern

NOAA Pacific Marine Environmental Laboratory

7600 Sand Point Way NE

Seattle, WA 98115, U.S.A.

ABSTRACT
h
t

The natural variability of the equatorial Pacific surface wind field is
described from long-period (1.0-2.5 years) surface wind measurements made at three

", sites along the equator (95°W, I09°30'W, 152°30'W). These data, which were

; obtained from surface buoys moored in the deep ocean far from islands or land,

provide adequate criteria to adequately sample the tropical Pacific winds from
_- satellites.

"' I. INTRODUCTION

- Variations in the surface wind field in the equatorial Pacific yield rich

i responses in the upper ocean circulation and thermal fields; the generation of

Kelvin waves (Knox and }_=ipern, 1982) and of the spectacular 1982-83 equatorial

Pacific warm event (Halpern et al., 1983) are two examples. While knowledge of the

• large-scale spatial and temporal structures of the tropical wind field is essential

_T to our understanding of global ocean-atmosphere climate variability, our techniques

to describe the fluctuations of the surface wind field are poor and require much

improvement. Because the wind and mass fields are not strongly coupled in low

_ latitudes, quasi-geostrophic models are inadequate, and wind observations are more

i important than atmospheric pressure measurements. Wind observations from ship_,

cloud-tracking via satellite measurements, and satellite microwave measurements are

three techaiq_es that provide wind coverage over large areas in low latitudes.
Sampling _ winds by ships is too sporadic ip _ime and space, especially for scales

sma]Icc than about one month and 1000 km, e.g., within 10° of the Pacific equator

Lne data base for the 1947-72 wind climatology produced by Wyrtki and Meyers (1976)

consisted of approximately 3 observations per day per I0 ° square. Winds determined
from cloud drift observations are considered an interim solution until such time

(perhaps as early as 1989) as continuous measurements (e.g., microwave radiometer,

radar altimeter, multi-directional scatterometer) are made from satellites. In the

design of a satellite wind measuring system, the orbit configuration, mission

duration, geographical coverage, footprint dimensions, accuracy and resolution of

measurements, time interval between repeated orbits, and verification and ground

truth studies must all be considered in the context of the natural variability of

the surface wind field. This paper describes the variability of surface winds

measured continuously at a few locations in the tropical Pacific remote from
islands and land. Possible errors in the satellite measured wind field will be

discussed.

2. DATA AND INSTRUMENTATION

Moored wind measurements were made at 3.5-3.8 m height with a vector-averaging

wind recorder (VAWR) mounted on a 2.44 m diameter toroidal surface float supporting

35,
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i Figure I• Locations of equatorial moored wind measurements described in this paper•
Water depths at the mooring sites varied from about 3400 to 5100 m. The closest iI
equatorial islands are the Gal_pagos Islands (~ 0° 91°W) to the east and Jarvis

Island (- 0°, 160°W) to the west. Deployment intervals were about four to six I

months. At 0°, 95°W the mooring intervals were: TI9, 4 July - 25 October 1981; !I

T21, 7 November 1981 - 2 April 1982; T25, 4 April - 4 November 1982; and T29,
i 5 November 1982 - 18 April 1983 The 0° 108°W site (mooring T27; 00°01.0'S

108°00.2'W) began in April 1982. The mooring durations at 0 °, 109°30'W were: T8, t
10 August 1980 - 5 Febcuary 1981; T15, 7 February - 9 July 1981; T18, 11 July -

28 October 1981; T22, 31 October 1981 - 15 April 1982; T31, 27 October 1982 - 23 i
April 1983; T12, 11 August 1980 - 31 January 1981; T14, 2 February - 7 July 1981;
Tll, 13 August 1980 - 3 February 1981; and T16, 4 February - 11 July 1981. Near
0 ° 152°30'W the mooring intervals were: N2, 24 April - 9 October 1979; N3,

30 April - 9 October 1979; N5, 13 October 1979 - 9 February 1980; NT, 16 February - _ _j
2 June 1980; and N9, 16 February - 2 June 1980.

_.'

a 3 m high aluminum tower with a platform on top. Figure 1 summarizes the

locations and record-lengths of the equatorial Pacific wind measurements used in ' ij this paper. The VAWD was mounted through a hole in the platform, with the heights
• of the 9 cm x 17 cm balanced wind vane and Climet model 011-2B 3-cup anemometer " I

,, were about 0.5 m above the platform. The VAWRoperated continuously and recorded !
integrated values of east-west (u; positive eastward) and north-south (v; positive '

northward) speeds at 15 min intervals. The anemometer was calibrated at eight
speeds over the range 1.5-24.5 m s -1 in the wind tunnel of the Atmospheric Sciences

' Department, University of Washington, before and after the observation periods. !
I The after- and before-calibration curves differed by less than 0.I m s "1 at speeds

_ below 10 m s "1 and about 0.2 m s "1 at 15 m s "1.

Mooring motion is known to contaminate wind measurements made from I
surface-following buoys which move horzontally and vertically to follow the contour
of the sea surface. Visual observations indicate that the rotational motion about

the buoy's vertical axis (i.e., yawing) is negligible. However, the pitch and roll
motion of the buoy can increase the apparent scalar averaged wind speed, cause
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Figure 2. (A) Spectral estimates of wind speed fluctuations. (B) Coherence and

phase difference between spar buoy scalar speeds and toroidal buoy vector-averaged

speeds. The "95 percent" represents the 95% confidence levels determined from the

chi-square distribution and applicable to each curve. The three short horizontal

lines drawn on the plot of the magnitude of the coherence represent the 95%

confidence limi:_. In (A) and (B), D indicates the diurnal frequency.

overspeeding of the 3-cup anemometer, and cause the anemometer to measure over a

range of heights. It wcs found (Figure 2) that for frequencies below 0.5 cycle per

hour (cph), VAWR wind speed measurements recorded from a vertically stable spar

buoy and our surface-following buoy were nearly identical and highly correlated,

indicating a negligible influence of mooring motion. In the intercomparison test

the surface-following buoy and spar buoy were separated by 10 km; had they been

closer together, the frequency corresponding to 0.5 cph probably would have been

higher. There was no evidence of a distinct spectral flattening (i.e., a less

rapid decrease of spectral estimates with increasing frequency) at frequencies

>l cph, which a priori was expected if mooring motion and sensor noise contributed

spurious motions to the measurements. Since the 15-min vector-averaged wind speeds

were rarely greater than I0 m s-1, a speed equivalent to surface wave amplitudes

> I m, the wind sensors were practically never in the shadow of a wave crest unless

[he swell was unusually large.

Record gaps occurred because instrumentation did not always operate properly,

buoys broke loose from their mooring line, and buoy recovery operations usually

preceded deployments. The I-2 day record gap resulting from mooring recovery and

deployment operations at four to six month intervals was f'11ed by linear _

interpolation. The 13-month record at 0°, 152°30'W was formed by combining the

24 April 1979 - 9 February 1980 data at 0°, 152°W with the 16 February - 2 June

1980 measurements at 0°37'N, 153°04'W. In the 29-month record at 0°, I09°30'W a

six month (April - October 1982) segment was measured at 0°, 108°W. On different

occasions moored wind observations were also recorded at sites approximately 75 km

north and south of the equator near 153°W and II0°W. As will be shown (Figure 5),

for frequencies below about 2-3 cycle per day (cpd) the surface wind vectors weze

coherent at the 95_ confidence level with zero phase difference, indicating that

time variations of the low-frequency wind vectors occurred simultaneously over

distances up to 150 km. The 50_ noise level occurred at about 1 cpd.

3. OBSERVATIONS

At 95°W, I09°30'W and 152°30'W the vector-mean wind directions were I
representative of southerly, southeasterly and easterly trade winds, respectively,

|
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Table I. Statistics of 2-hour vector-averaged east-west (u; positive eastward) and
north-south (v; positive northward) wind components. Wind direction _3 defined

as the direction (cloc_Ise from true north) in which the wind is blowing. See ,i
text for definition of steadiness.

_ O°, 152o30'W 0 °, I09O30'W 0 °, 95oW
24 Apt 79-2 Jun 80 10 Aug 80-20 Dec 82 4 Jul 81-19 Apr 83

Hean u (m s 1) -5.2 -3.6 -1.5
Heart v (ms -l) 0.6 3.1 3.9
Standard deviation u (_ a"I) 2.0 1.7 2.0
Standard deviation v (m s "1) 1.6 1.7 2.1
Vector-mean speed (m a -I) 5.6 5.1 4.8
Vector-mean direction (°T) 277 311 338
Mean steadiness (percent) 94 95 90

i.e., the surface wind vector from 95 to 152°W rotated counterclockwise (Table)).

(Wind direction is defined as the direction in which the wind is blowing.) This

pattern is similar to the 1947-72 climatological-mean wind distribution computed by

Wyrtki and Meyers (1976). The vector-mean wind speed, which was not large
, (~ 5 m s "1), and the mean zonal wfnd speed increased toward the west; in contrast

the mean meridional wind component increased dramatically eastward (Table 1). The

magnitude of the variability of the 2-hour wind data, as measured by the standard
deviation, was generally equivalent to about 50_ of the mean speed; on occasions

" the standard deviation was greater than the mean speed (Table 1).

= The steadiness of the monthly wind is defined as the ratio of the magnitude of

the monthly mean wind vector, (_2 + _2)_, to the monthly mean magnitude, (u2 + v2) ½,

_. expressed in percent. The u and v values are the 2-hour averaged data and an
overbar represents a calendar-month time average. The steadiness is primarily a

measure of directional variability; steadiness equals zero for winds which shift

randomly and have a zero resultant speed, and equals one for winds which always i

blow in the same direction. A feature of the trade wind is its relatively high }
steadiness (Table I). At each site the lowest monthly steadiness value (39_ at

f

95°W; 76_ at 109°30'W; 86_ at 152°30'W) was associated with the smallest !

" vector-averaged monthly wind speed (1.1 m s "1 at 95°W; 2.6 m s "1 at 109°30'W; i

3.4 m s-I at 152°30'W). The_ Jnomalously low monthly wind speed at 95°W happened in _!

February 1983 when the norma].;y occurring easterlies collapsed and became

westerlies because of the spectacular 1982-83 E1Ni_o Southern Oscillation (ENSO) t

episode. The arrivs_ _z ENSO winds at 95°W in February 1983 and their persistence

through the end of our observations in April (Figure 3C) caused the relatively low

value of the record-length mean steadiness, e.g., prior to the January 1983 arrival

of the ENSO winds at 95°W the July 1981-December 1982 steadiness was 96_, which is t
similar to the values obtained at I09°30'W and 1520W.

Although the wind data were relatively steady in direction, the u and v series _

often contained quite intense mesoscale activity with time scales from a few days I

to a few weeks (Figures 3A and 3B). While the 15-min vector-averaged recorded data I

, were very seldom in excess of I0 m s -I, the trade wind was interrupted by

relatively calm conditions (March 1981 at I09°30'W (Figure 3B)) and by an ENSO I
_ related prolonged reversal in direction (March-April 1983 at 95°W (Figure 3C)).

- The 1982-83 ENSO westerly wind originated in the western Pacific and propagated i
across the Pacific at about 1 m s"1; however, it is not usual for the trade wind in i

_ the eastern Pacific to reverse direction even during an E1 NiHo. Monthly mean I

surface wind speeds ranged from about 3 to 7 m s "I with seasonal wind speed changes [

typically 2-3 m s "t and Interannual variations of 1-2 m s'X in the central Pacific
• (Figuce 3C). 1

Spectral estimates of the u and v time series with zero mean value and zero i

least-square linear trend were computed from Cooley-Tukey Fourier transforms using I
the perfect Daniell frequency window of variable width (Figure 4). For each
spectrum the s-s over positive frequencies was equal to the total variance. For

t

-_ 350 ORIGINAL PAQE • _ i

1984019194-362



ORiGVNAL PAGE 19 i

OF POOR QUALITY
(A) _i

I0-

0 u, 109 ° 30' W

" E

i.u

o _._.,_,_.... w.... I'"''l .... i ....

ARY t,_. (B).............
I !

-4

--] wE

'L_ Z
• : _ NORTHWARD

lc

, i

SOUTHWARD j

_]1 -2- 0 J A $ 0 N O d F M A M J_" J A t

/ 1980 ll8t / |_.. (C) i
i i

"_. E -Z, 1

-6, _"" 0", I09" 30'W L_.,_

-8 ! roI ! .Ij' I ,Ri i Id, I tO A
1980 t,Pet 19 Z 1985 _

l
-r O, J
I-- t

_" 6, i

. "_,. "_ o L. 4 ,

=o..; iI.-

-- O0 19 I 19 Z 1905 _,
I

• ; i

'_ Figure 3. Time series of moored wind measurements. (A) Two-hour vector-averaged i !
values of zonal wind at 0 °, I09°30'W during January 1981 (B) Daily vector-aversed _ I•
values of zonal and merldlonal wind at 0 °, I09°30'W from August 1980 to July 1981.
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the u component (Figure 4A) there was a 1:1 correspondence between the shapes of

the 95°W, 109°30'W and 152°30'W spectra for frequencies greater than 1 cpd; the

. 152°W u spectra did not show evidence of a diurnal peak rising above the

background. At 95°W and 109°30'W the u spectra were similar for a11 frequencies.

For the v component (Figure 4B) the spectral shapes had a I:I correspondence above

0.25 cpd. A distinct 0.03-0.3 cpd spectral flattening occurred in the v spectrum
at 152°30'N. At 95°N the spectral levels of u and v were fairly similar throughout

the frequency range, except at the tidal frequencies; at llO°N the u component

"_ spectral levels were greater than the v series from about 0.02 to 0.2 cpd, and at

, 152°N the u and v spectral shapes and levels were dramatically different for

frequencies below 0.2 cpd, with u values being significantly greater. At

frequencies above ~ 0.25 cpd the spectral levels decreased uniformly with

increasing frequency (except at tidal frequencies), with a slope of about -1.25 for

_ each of the u components, -1._ f_L chev component at _l_°N and 109°30'N, and -1 5
for the v component at 152°30'W. At the diurnal pe.ioa the amplitude of v was

greater than u at each of the equatorial sites; the diurnal perxod rms amplitude

was much smaller at 152°W (Table 2). The maximum spectral peak within the 3-7 day

band occurred in v at 152°W; at 95 and llO°W it is unclear whether wind energy in

this fzequency range was greater than the background level.

" Figure 5 show_ the magnitudes of the coherences and phase differences between

" simultaneous wind measurements made in two small-s=ale regions near the equator,

_. one at 109°30'W (Figure 5A) and the other at 152°N (Figure 5B), and along the
equator between 109°30'W and 95°W (Figure 5C). For frequencies below about 2-3 cpd

_- the wind vectors near 0°, I09°30'W were generally coherent at the 95_ confidence
_ level, with zero phase difference over the small-scale buoy array (Figure 5A); a

" similar result was found at 152°W (Figure 5_). Thus, for distances up to at least

150 km the time variations of the low-frequency wind vectors occurred
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Table 2. Root-mean-squ_re amplitudes of wind measurements for different frequency
intervals. Units = m s I For analysis of diurnal and semidiurnal motions, a
405.3 day record-length was used at each site; at 95°W and 109°30'W simultaneous
observations during 4 July 1981 to 14 August 1982 were used. At lower frequencies
the rms amplitudes were computed over the maximum record-length: 24 April
1979 - 2 June 1980 at 152°30'W; 10 August 1980 - 20 December 1982 at I09°30'W;
4 July 1981 - 19 April 1983 at 95°W.

0 °, 152°30'W 0°, 109°30'W 0°, 95°W

Semidiurnal u 0.10 0.07 0.11
Semidfurnal v 0.06 0.I0 0.I0
Diurnal u 0.11 0.14 0.19
Diurnal v 0.25 0.26 0.30
0.143-0.333 cpd v 0.93 0.61 0.75
0.033-0.1 cpd u 0.56 0.57 0.64
0.03J-O.1 cpd v 1.23 0.79 0.75
0.1-6.0 cpd u 1.27 1.13 1.21
0.1-6.0 cpd v 1.39 1.10 1.36

simultaneously. If the velocity fluctuations are linearly related, then 100 times

the square of the coherence (i.e., 100 Coh 2) represents the percentage of the total

variance which can be explained by a linear relationship existi[ig between two wind

records, and the quantity (l-Cob 2) represents th,_ noise and/or nonlinear

relationship. The 50_ noise level occurred at a_out 0.3-0.5 cpd at I09°30'W and

0.5-1.0 cpd at 152°W. For longer separation distances such as the 1600 km between

the measurements at 95°W and I09°30'W, the wind vectors were coherent with 95_

statistical significance within selected time scales: in u and v, the seasonal

time scale of I00 days or more; in v, the 3-5 day and diurnal periods; and in u and

v, the semidiurnal period (Figure 5C). Only at the seasonal time scale was the

magnitude of the large-scale coherence greater than the 50_ noise level.

4. RESULTS

Along the equator at 95°W, 109°_0'W and 152°30'W the u and v spectral levels

decreased with increasing frequency, f_ling off roughly as £-1.25 to _-1.5

(f = frequency). Similar spectral slopes have been observed in the Intertropical

Convergence Zone (ITCZ) region in the Pacific near 6-8°N, 150°W (Halpern, 1979) and

in the eastern Atlantic (Halpern, 1980). Comparing the 0 o, 152°30'W wind
observations with similar measurements made at 7°N, 150°W during 7 November 1977 to

22 March 1978 (see Halpern (1979) for wind characturistics at 7°N, 150°W), which at

that time was located under the ITCZ, shows (Figure 6) that the 7°N u and v i
spectral estimates were consistently higher than the 0° estimates, especially above t

1 cpd for the u and v values and below 0.2 cpd for the v component. The greater _'i

variability at higher frequencies at 7°N was probably due to cloud cluster motions I
associated with convergence along the ITCZ. The dramatic difference of the v

spectral estimates below 0.15 cpd suggests a latitudinal attenuation of large-scale i

' meridional motions (perhaps associated with easterly waves primarily confined to !

the equatorial trough). !
Of the wind me.surements recorded st 95°W, 109°30'W and 152°30'W, only the v

spectrum at 152°30'W contained indications of a 3-7 day spectral peak (Figure 4) ]

with rms amplitude of nearly 1 m s -1 (Table 2). It is tempting to speculate that I

t the amplitude of the statistically (at the 95_ confidence level) significant
meridional (but not zonal) wind energy at 4-5 days at Canton Island (2°46'S, I
171°43'W) (Nunsch and Gill, 1976) diminishes eastward. The origin of the 4-day I

merldio,lal wind oscillation is unclear. The u and v spectral shapes of the Canton
Island and 152°30'W wind data were very similar. I

At frequencies below 2-3 cpd and over _orth-south or east-west distances of !
150 km the wind fluctuations near 0 °, I09°30'W and 0 °, 152°30'W were coherent (at
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Figure 5. Hagnitude and phase difference of the coherence between simultaneous wind
measurements from sma11-scale buoy arrays near (A) 0 °, 110%/ and (B) 0 °, 152°30'W,
and (C) between 95°W and I09°30'W. Locations of wind data and durations of

measurements are shown within the u and v (respectively) coherence magnitude
diagrams. The four short horizontal lines in the magnitude portion of Lhe diagram
represent the 95?* confidenct limit of the coherence estimate. In (C) a positive
phase difference corresponds to the wind variation occurring earlier at 95°W than
at I09°30'W.

the 95?* confidence level), with little phase difference. This maximum-coherent-
frequency (mcf) was nearly I0 times greater than the mcf observed over _imilar
distances along 150°W near the ITCZ (Halpern, 1979), presumably because of the
considerable amount of small-scale atmospheric motions, such as C-scale convection,
occurring near the ITCZ. The ~ 0.5 cpd frequency of the 50_ noise level associated
with the ~ 150 Van scale array_ near I_°30'W and 152°30'W was about 3 times greater

_ than Halpern (1979) found at I50°W under the ITCZ. While there was little evidence
of a 0.2-0.35 cpd spectral peak at 95°W sad 109°30'W (Figure 4), apparently these

," fluctuations were coherent (at the 95?* confidence level), with about s 45 ° phase
difference, which corresponds to a 0.5 day time delay for a 4-day easterly wave;
the coherence magnitudes were less than the 50?* noise lever (Figure 5).

" If the observed tlme/space scales (I00 dsy/160O km and 0.5 day/IS0 k_) are
joined by a line, then by Interpolstlon the horizontal distance associated wlth
coherent wind fluctuation for one month time scale would be ~ 1250 ks. That this

._. value is greater than the one detemlned by extrapolation from the s_ll-scale
array near 7°N, ISO°W (Halpern, 1979) is consistent wlth the higher
frequency-wsvenumber variability occurring near the ITCZ.

The v component spectrum (Figure 4B) at each of the 3 equatorial sites I

_. contained statistically sl_niflcant (at the 95?, confidence level) diurnal-perlod
•: 364 i
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" f_ confidence level detemined from the chi-square distribution and applicable to each

curve.

fluctuations with a zonally-averaged rms amplitude of 0.27 m s "t (Tabie 2). At
95°W and 109°30'W the average rms amplitude of the u component diurnal-period
oscillation was 0.15 m s "t Interestingly, the wind spectra at 7°N, 150°W
(Figure 6) and in the eastern Atlantic near 9°N, 23°W (Halpern, 1980) did not
contain statistically significant diurnal-period spectral peaks, pres_aoly because

; the background level of variability was considerably higher due to the nearness of
: the ITCZ. At 1 cpd the wind fluctuations over ~ 150 _ distances near 152°30'W and

109°30'W and over 1600 _ between 95°W and 109°30'W were coherent at the 95_

confidence level, with magnitudes equal to or greater than the 50_ noise level
(Figure 5).

5. DISCUSSION

Schemes to adequately measure the temporal and spatial variability of the
surface wind field over the equatorial ocean involve the coL.sideration of many
factors, for it is not possible for a single satellite to cover completely the full
spectr_ of variability ever_here. For example, to sable the diurnal-period wind
oscillation would require a ground track which repeated every 0.5 days or sooner;
however, the equatorial distance between _djacent orbits of a single spacecraft
would be nearly 5000 _ (Allan, 1983), reducing the geographical coverage quite
significantly. Thus, re.oral repeatability, geographical coverage and the natural
variability of the winds must be covsidered together. One coapromise is a 2-day
repeat cycle. This provides a Nyquist frequency of 0.25 cpd, which is the observed
average frequency where the spectral slope changes to -1.25 or steeper. Except for
the diurnal-perlod oscillations, the aliased energy folded into lower frequencies
will be a s_ll fraction of the low-frequency _tions. For a 2-day repeat cycle
the 1500 _ nodal distance at the equator is about equal to the di.tance over which
the diur_l-period wind oscillation was correlated, so that data fr_ adjacent

i gro_d tracks can be used in the study of at_spheric tides. The degree to which
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_ the aliasing of the diurnal tidal wind fluctuation, which has an rms vector-mean
speed amplitude of 0.3 m s t (or 6% of the vector-mean speed), can be reduced needs
further study.

' Considerable mesoscale (say, 3-30 days) variability occurs in the equatorial
wind field, e.g., the zonally-averaged rms amplitude of the 0.033-1.0 cpd
fluctuations was 1.1 m s I While this is nearly 30-50_ of seasonal _hanges in the
annual cycle of the wind field, it is only about 50-60% of the ±2 m s 1
instrumentation error expected of the satellite wind measuring systems, assuming no
major improvements in sensor accuracy from the systems used on SEASAT. Thus, a new
generation of satellite wind measuring sensors needs to be developed.

the distance between the satellite's ground track at the equator should be no
laEger than about 750 km, which is the computed (albeit from our limited data set)
coherent spatial scale corresponding to our hypothetical satellite's Nyquist period
for a 2-day repeat cycle.

Over the oceans the frequency-wavenumber spectrum of the surface wind field is
poorly known because of thp difficulty of making continuous measurements for long
?eciods. Only accurate spacecraft sensors adequately deployed can provide the
needed data. An effective design of a satellite wind measur,,lg system must

r consider the observed scales of surface wind variability in the equatorial Pacific
: Ocean, a vast region important to global climate.
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E. Paul McClain

National Lnvironmental Satellite, Data, and Information Service, NOAA

Federal Building 4, Washington, DC 20233, USA

ABSTRACT

Visual and nfrared measurements from the five-channel AVHRR on the NOAA-7

satellite are used operationally to derive sea surface temperatures. The multi-

channel data are used to perform daytime and nighttime cloud-dete=tion tests, and
The several atmospheric-window channels in the Thermal infrared _re used to

correct for atmospheric attenuation. Monitoring of th_ sea surface temperatu, e

product with buoy data indicates s.ability in mean bias (<+__0.I°C) and rms differ--
ence (0.6-0.8°C.) with little variation by season or geographic area. Global

mapping enables the derivation of monthly mean isotherms, monthly and annua:

changes, and anomaly patterns relative to climatology. Problems have been assoc-

iated with noise in the 3.7pm window channel, and with the injection of substantial

volcanic aerosol into the stratosphere by the El Chichon eruption. Multi-channel
sea surface temperatu,-e charts are used in studies of such phenomena as equatorial

long waves and the recent El Ni_o episode.
i

I

1. I NTRODUCTI ON I
i

Sea surface temperature fields on several spatial and temporal scales are of con- _

siderable interest to oceanographers, metec_oiogists, and climatologists. The

irregular distribution and often variable quality of conventional intake temperatures ii
temperatures from commercial ships, and The paucity of higher quality XBT and buoy I
observations, has stimulated interest in the repetitive and comprehensive coverage i

afforded by Earth-orbiting spacecraft.

RoJtine processing of infrared (IR) data from the NOAA series polar orbiting
environmental satellites for global distributions of sea surface temperature (SST) I
began late in 1972 (Brower et al., 1976). Although the radiometers at that time i
performed their primary task of nighttime cloud imaging satisfactorily, the IR mea- ,_.z
surements were rather noisy and thus cloud-filtering was cumbersome and not as I
effective as required for extraction of SSTs. Furthermore, the slngie atmospheric

( "window" channel in the thermal-IR part of the spectrum did not permit adequate i

correction for atmospheric attenuation, chiefly by water vapor, which is • ry t
appreciable In tropical regions. Subsequent attempts to improve upon both cloud i

detection and atmospheric corrections by incorporating data from atmospheric sounders
aboard The spacecraft were only partially successful (Walton et al., 1976). Although i
still based on IR measurements from a single window channel, higher-resolution, lower !
noise-level radiometric data from the Advanced Very High Resolution Radiometer (AVHRR) I

on the TIROS-N generation of NOAA operational satellites (Schwalb, 1978), together I
with better sounder measurements, enabled further improvements in SSTs (Walton, 1980). I

!
Electrical interference in the 3.7_n window channel of the first AVHRR (on I

TIROS-N) hindered early development and implementation of multiple-window techniques,
but simulations and preliminary testing with measurements from the second AVHRR (on I
NOAA-6) were quite encouraging (McClaln, 1980). The third AVHRR (on NOAA-7) has i

!
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three IR window char_nels, and optrational processing of multi-channel SST (MCSS[)

commenced in Novembur ot 19bl (McC,laln et al., 19_3).

1his raper will give brief discus_iorls of NOAA's MCSS[ processing, validation

of MObSTs, some global anO regional products, and recent improvement activities.
Use of MCSST analyses in atmospheric/oceanographic research, and some gaps in our

knowledge or understanding, will be addressed.

2. I)ESCRIP[ION ()kMULIICHAI4N_L bbl (MCSS!) MLIHOD

Spatial resolution of the AVHffR at nadir is I.I km locally and nominally 4 km

regionally and globally. Measurements are made in the v?sual (0.58-0.68_m), re-
flected IR (0.725-I.I_m), and in three emitted-IR windows (3.55-3.93, 10.3-11.3,

and II.5-12.5_m). Each orbital swath is about 2500 km wide on the Earth and each
geographir area is viewed near 0300 and 1500 locai time. Only the IR channels

have provision for onboard calibration.

z.I Cloud Detection Tests

Bi-directional reflectance measurements from the visual or reflected-IR chan-

nels are primary in the daytime cloud tests. Visible cloud threshold terts take

advanfa e of the ocean/atmosphere reflectance being very low in the absence of

clouds or glitter (specular reflectance). These Thresholds have been determined

as a function of solar zemith angle, satellite zenith angle, and azimuth of the
viewed spot. When clouds partially fill a scanspot of the radiometer, reflectances

from neighboring scanspots will generally differ by more than the low noise level
of the measurements. This provides the basis for an additional test, esentially

requiring spatial uniformity. Because both visible threshold and visible unifor-

mity tests can erroneously fail in glitter-contaminated areas, the option exists

to use the nighttime IR-uniformity test in the daytime as well.

Nighttime cloud tests, of necessity, are based on data _rom the thermal-IR
channels of the AVHRR. Threshold tests utilize the highest and lowest historical-

ly observed ocean surface temperatures; and a spalial uniformity test takes advan-

tage of the high spatial resolution and low noise levels of the IR data taken in
conjunction with the expectation of low horizontal gradients in both the SST and

atmospheric attenuation. These assumptions are satisfied in most ocean areas and

meTeerological situations, but can fail at times, usually in coastal areas. Al-

though these are the primary tests, a special test is used to detect low-altitude
stratus clouds with uniform cloud top temperatures and thal fill the radiometer's

field of view. The reflectivity of optically-thick water droplet clouds is sig-

nificantly greater at 3.7 than at llj_m,and this has the effect of making the
T3.7-Tll difference much more negative than under any cloud-free conditions
(McClain et al., 1983). Two other final filters can be used at night to remove a
small residue of cloud-co,,taminated cases. The first such test intercompares

the MCSST values obtained from the dual-window, split-window, and triple-window

equations (see next section), which have differing sensitivities to the presence
of sub-resolution cloud contamination, and requires that they agree to within

_ some limit, generally 0.5-1.0C. The second test requires that the triple-window

MCSST not deviate markedly from the climatological SST (by more than 4-7°C,
dependent on the climatological SST gradient).

A 2.2 Correction for Atmospheric Attenuation

I
Although the idea of using the different atmospheric transmittance character-

_ istics of the several window regions in the infrared to devise an atmospheric at-

-_ tenuation correction scheme for satellite-derived SST goes back to at least Anding

; and Kauth (1970), the theoretical basis was explicated by Prabhakara et el. (1974)
I
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: and McMillin (1975), with the former being the first to verify the approach with

radiometric measurements from space. A number of AVHRR simulations using model :_
atmospheres and atmospheric transmittance models have been performed, among them
Deschamps and Phulpin (1980), McClain (1981), and Barton (1983), and all found

highly linear relations between the atmospheric correction and various combina-
tions of channel brightness temperatures or brightness temperature differences,

with standard errors of estimation generally f_lling in the 0.I-0.3°C range.

: NOAA's operational MCSST equations from NOAA-7 were derived from the following

simulation equations (°K in, °C out), which are based on a seasonally and geogra-

phically diverse set of 64 atmospheric soundings from marine areas of the world
and atmospheric transmittance _K)dels (Weinreb & Hill, 1980):

T3/4 = Tll + 1.4887(T3.7-TII) - 271.85 (dual-window) (l)

T4/5 = TII + 2.4917(TII-TI2) - 273.48 (split-window) (2)

m
• i

T3/4/5 = TII + 0.95321(T3.7-T!2) - 272.54 (triple-window) (3)

No explicit allowance for aerosol is incorporated in this set of equations, and the-_, IR reflectance, the satellite zenith angle, and the sea-air temperature difference

are all assumed to be zero.

m !

3. VALIDATION OF MCSST RETRIEVELS

Initial testing of Eqn. (I) with NOAA-6 data (McClain, 1981) revealed temper-

_ turedependent biases of up to 2°C and a root mean square (rms) difference of I.I°C.

_| A relatively small set of expendable bathythermograp_ (XBT) and m_red buoymeasurements was employed to define temperature-dependent bias corrections for

initial incorporation in the several MCSST operational algorithms (McClain et al.,
1983). More extensive sets of drifting buoy observations have been _ollected

and matched to satellite measurements over diverse geographic areas _d all seasons

to determine the coefficients for the current operational equations _Strong and

McClain, 1984)_ given below: 3

_

I

T4/5D = 1.0346TII + 2.58(TII-TI2) - 283.21 (day) (4)

i
T3/4 = 1.0008T11 + 1.50(T3.7-T11) - 273.34 (5) }

, !

| i

T4/5N = 1.0350T11 + 2.58(T11-TI21 - 283.18 (night) (6) I

l

T3/4/5 = 1.0170Tll + 0.97(T3.7-T12) - 276.58 (7) _ cI
!

Validation of these equations with respect to Independent satellite measurements _ I
and data from a totally different set of drifting buoys is given by the statistics _

' I
in Table I. It should be noted that although MCSST equations Involving measure- i
ments from the 3.7pm channel can be used in the daytime_ care must be taken to 1

avoid sun glitter areas. Reflected solar radiation there elevates the brightness _
temperature above the value corresponding to emission alone. _ i
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Table I. Validation of MCSSTs with respect to drifting buoy data

Equation Split-window Triple-window Dual-window

N 68 84 84 84

bias -0.02 -0.08 -0.01 +0.02

rmsd 0.49 0.62 0.57 0.79

4. GLOBAL MAPPING OF MCSST

Using satellite zenith angles of up to 45°, 12 huurly global coverage of 4-km

AVHRR scanspot data is used to process hundreds of "thousands of llxll scanspot

arrays, cal led targets, over the oceans daily. Cloud tests and atmospheric

corrections are applied to 2x2 unit arrays (8x8 km) within the targets, targets

being centered about every 25 km. Using the most centrally located (day) or the

= warmest (night) of the cloudfree unit arrays within the target, 15,000-20,000 day-

time and about 20,000 nighttime MCSST retrievals are made each day over the globe
The less constrained daytime cloud tests allow observational densities of up to

25 retrievals per target as an option.

A variety of contoured MCSST fields is generated from the 8-km resolution

retrievals, which are nominally spaced every 25 km or less depending on cloud dis-
tribution and daytime observational density mode. All the daily (daytime and

nighttime) MCSST retrievals are composited onto weekly lO0-km (global) and 50-km

(regional) grids, and a 14-km grid for coastal areas is under testing. The search

distance for each grid point is an inverse function of the SST gradient, being a !

maximum of 200 km for the 100-km grid. Each MCSST retrieval withln the search area

is weighted, the maximum weight being applied to those within 1/3 of a grid inter-
: val, an- the weight decreasing with the square of the distance from there. The

distance-weighted average retrievals for each grid point each day are composited

into a weighted average for the week by further weighting each retrieval as an
inverse function of its age. i

The final weekly fields are contoured at I°C intervals with the isotherms

being dashed in areas where the grid-point MCSSTs have not been undated within the i

past seven days. Figure I is an example of a 50-km regional chart in the eastern j

-" equatorial area of the Pacific. !
!

All MCSST retrievals for the month are collected and averaged in 2.5" latitude/ .

. longitude bins fcr purposes of generating fields of monthly means, departures from I
-' hi=+oric_l means, (i.e., anomalies), month-to-month and year-to-year changes, etc. l
_ Figure 2 is a portion of the monthly anomaly chart for September 1982 during the

early stages of a recent El Nii_o episode, t
!

-" 5. MCSST IMPROVEMENTS i

i

5l Although the basic bias-corrected MCSST algorithms have been performing ade- !
quately under most conditions, certain situations are in need of further study. II
Among these are corrections for very large satellite zenith angles, for very
large sea/air temperature differences, and fur severe aerosol conditions, i
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_i" Fig_Jre 1. 50-km MCSST analysts, week ending Nov. 8, 1983, in eastern

equatorial Pacific
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Figur_ 2. Portion of global MCSST monthly mean ancmaly for September 1982
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, Although the longer path length through water vapor at higher satellite zenith

an_les (sza) results in larger brightness temperature differences, and thus larger

"_ atmospheric corrections, it can be shown by simulation that this implicit compen-

sation is inadequate when sza >_45 °, particularly in the moistest atmospheres.

Adding a term of the form K(T i - [j)(sec @-I) where T i and Tj are brightness temp-
eratures in two of the window channels, G is the sza, and K Is a constant, enables i

.' improved corrections at sza values of 45-60 °. Table 2 below compares the satellite

minus buoy/XBT statistics for 22 daytime (eastern North Atlantic) and eight night-
time (Mediterranean) matchups in March 1982 using Eqn. (2) and the following NOAA/

NESDIS split-window _imulation equation (Llewellyn-Jones, 1983):

T4/5sza = Tll + 2.346(T11 - T12) _ 0.655(T]i - Tl2)(sec e - I) -273.30 (8)

Table 2. Split-window MCSSTs with and without sza correction terms
(Llewellyn-Jones, 1983)

Equat ion N bias rmscl

_" (2) 28 -0.44 0.67

(8) 28 -0.15 0.44

: 5.2 Large Sea/Air Temperature Differences

It can be demonstrated by simulation that sea/air temperatJre differences i

(salt) of to 5-I0°C, particularly if positive (sea warmer), result in very little i
error in retrievea MCSST when the algorithms based on sa_-T=O are used. The very

e

large negative salt values, however, that are common in some areas (e.g., the Great
Lakes and just off the NE coast of the USA in late spring and early summer) are
associated with significant errors when certain of the MCSST equations are used.

It is clear from the split-window and triple-window simulations in Flg. 3 that

the latter equation is the preferred one In such situations, although the usual
care to avoid specular reflection (glitter) &teas mu_t be taken in the daytime.

Table 3 gives the bias and rms differences when the surface temperature is predict- -_-_

ed by Eqn. (3) or Eqn. (4) using simulation data sets corresponding _o Ts-Ta= -15, !
0, and +15°C. I

|

Table 3. Simulations with MC$ST equations assuming Ts-Ta=O !

-" i

_._ Spl it-window equation Tr. Iple-wlndow e_uation

' i
T_ - T_ N b i a____s rms_.._d N bias rmsd j

-15 67 +1.30 1,86 67 +I.04 I I0 i• i

0 67 +__0.00 0.38 67 -O.01 0.07 _ i

+15 67 -0.63 I.76 67 -0.05 0.37 !
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5.3 Severe Aerosol Situations i
I

; The dust veil from the eruption of El Chich6n in April 1982 had a severe impact l

on MCSST processing for over a year, especially in the band fr_ a_ut O-30°N late- 4
rude (Strong et al , 1983). Not only were daytime _SST cloud tests failed because !" i
of reflected radiation from the volcano cloud, but nighttime retrievals were f
characterized by substantial negative biases from increased attenuation by minute
sulfuric acid droplets at very low temperatures. The Weinreb & Hill (1980) at_s-
pheric transmittance _dels were used with a diverse set of 56 et_spheri¢ sound- t
ings, with and without hypothesized El Chichon type aerosolsp to determine simulat-
ed brightness temperatures for the AVHRR window channels. The left two graphs of

Fig. 4 show the simulated triple-window relation between the attenuation tempera- i
ture depression in Tl1 and the temperature difference (T3.7-T12). The aerosol-free
data show the unique linear relation with extre_ly smell scatter that is the basis _;
of Eqn. (3) discussed in Sac. 2.2. The lower-left graph shows the same relation
when two other aerosol concentrations are included, the 56 soundings _ing evenly
divided into three aerosol classes. Each class exhibits a different relationship; I

i.e., no unique solution for SST appears. The graph at the right shows en alter- l
native triple-window relationship, the temperature depression in T12 vs. T3.7-Tll), J
but with the same aerosol classes as at lower left. Although the scatter is great-
er than in the aerosol-free case, there appears a unique relationship that is not I
sensitive to aerosol concentration. Preliminary testing of a volcano f4CSST algori- I

thm based on this result was encouraging, but extensive testing was precluded by a E
severe noise problems in the 3.7_1imchannel (see Sac. 7). j

t
In addition, efforts are underway to extend the work of Griggs (1981) to severe !

aerosol conditions, and then to develop corrections to _SSTs _sed on dynamic l
estimates of aerosol optical thickness from concurrent visual channel AVHRR data
(Schwedfeger et el., 1983). Other extr_e aerosol situations, such as Saharan

dust outbreaks over the eastern subtropical Atlantlcp also are known to affect i
certain ESST retrievals, but investigations of these are Just getting underway.
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Figure 4. Multi-window atmospheric corrections for simulated volcanic aerosols

_ 6. USE OF MCSSTs IN ATMOSPHERIC/OCEANIC RESEARCH

Although available operationally for just two years, and plagued during

much of that time with El Chichon effects and noise problems in the 3.7 m data,

- MCSSTs are seeing increased use both operationally and in research. Legeckis'

investigation of equatorial long waves in the eastern equatorial Pacific con-

tinues to be greatly aided by the regional 50-km charts (Legeckis et al., 1983).

Some of these westward-moving waves are readily apparent in the isotherms in Fig.

1. The El Nine episode of 1982-83 was unusual in many respects (Rasmussen and

Wallace, 1983), but among them was the intense positive SST anomaly that first

began to develop along the equator between the Galapagos and the date line during i

the late summer of 1982. Few ships or other in situ observations were available

in this area, especially during the early stages, and the MCSST analyses were the

first operational charts to clearly depict the extent and amplitude of the anomal-

ously warm water in that region (Strong, 1983). The anomaly as it was in Septem-

ber 1982 is seen in Fig. 2. MCSST techniques also were employed extensively by _

researchers involv_ in the Gulf Stream Rings Project (Brown, 1983). I

7. CONCLUDING REMARKS ii
!

A*_hough some of the physical processes are not really accounted for in the !

• fairly _imple theoretical models employed to date, especially those associated
with high concentrations of aerosols, the effects of most are sufficiently small

1" and/or compensating that their net effect on the MCSST is alSo rather small, thus !

_,_ accounting for the stability of the good area-wide and season-wide accuracies !
measu-ed relative to drifting buoys. Similar matchup statistics have been obtain- i
ed daily on a global basis as part of the MCSST operational processing with re-

_, spect to intake temperatures from so-called ships of opportunity. The statistics ]

,'8 against ships fend to be poorer and more variable than those against drifting j
ii huoys (Strong and McClain_ 1984), but this follows from the fact that ship SSTs

matched with other ship SSTs (within 24 hours and 100 km) consistently have been I
found to nave differences with a standard deviation of 1.5-2.0"C. There is the

4
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possibility of increasing the accuracy of multi-window SS_s yet further by adding

further by adding multiple viewing-angle capability. The results of simulations i
at the Rutherford Appleton Laboratory in England have been encouraging (Llwellyn- _

Jones, 1983), and this approach is incorporated in the design of the Along Track
Scanning Radiometer proposed for the ERS-1 satellite.

A often asked question is the difference to be expected between the "skin

temperature" sensed by a radiometer in space and a "bulk temperature" measured '
by an in situ sensor oq a buoy (depth of I meter) or in a ships water-intake

manifold (depth of perhaps 10 meters). This skin minus bulk temperature differ-

ence should be 0.2°C or less with well-mixed upper layers; but in the daytime

under a high sun and very light winds, the skin temperature can easily be elevat-

ed several degrees above that at depth.

A recurring engineering _roblem has been electrical interference in the 3.7_

m channel, the noise level increasing with time following launch of The space-
: craft. The less severe noise levels can be compensated for in the MCSST process-
i ing (e.g., using larger unit arrays) at the consequent expense of lower observa-

tional densities and some lhat degraded accuracies from poorer cloud filtering.

" NOAA-7 noise levels had increased so much by June 1981 that it necessitated

ubandonment of this channel because of serious nighttime SST product degradation.
Outgassing procedures were carried out on NOAA-7 for a week iq September 1983,

_ and this reduced the noise to very low levels again. Monitoring is being main-
_, rained to ascertain whether the noise returns and at what rate of increase.

Although serious attempts to map sea surface temperature globally from sp_ce i

_ have been underway since early in the 1970's, _ly since late in 1981 when multi-
; channel sea surface temperatures began to be processed operationally from AVHRR !
;_ measurements, have the coverage and accuracy achieved levels where oceanographers

and meteorologists alike are beginning to use satellite-derived SSTs in their !

i activities. With good coverage provided by saTellite-based sea surface tempera- z

tures in the Southern Hemisphere oceans and other data-sparse areas, a truly
global time series becomes feasible. I
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SATELLITETECHNIQUESFORDETERMININGTHEGEOPOTENTIA[
FORSEA-SURFACEELEVATIONS

VincentL. Pisacane
The JohnsHopkinsUniversity/AppliedPhysicsLaboratory

JohnsHnpkinsRoad• t.aur_l., M_,'land:,j,?0707•UJA

ABSTRACT

Spacebornealtimetrywith measurementaccuraciesof a few centimetershas the
potentialfor determinings:,a-surfaceelevationsnecess;;ryto computeaccuratethree-
dimensionalgeostrophiccurrentsfrom traditionalhydrJgraphicobservations.The
limitationin thisapproachis the uncertaintiesin cur knowledgeof the globaland
oceangeopotentialswhich producesatelliteand geo,dheightuncertaintiesaboutan
order of magnitudelargerthan the goal of about I0 cm. This paperbeginswith a
descriptionof the quantativeeffectsof geopote;itialuncertaintieson processing
altimetrydata. This is followedby a review,_fexictiF,_i,,u6_ow,,_:,.-_'._hown to
be inadequate. Potentialnear-termimprovemr,lt._,not requiringadditionalspacecrat_,
are discussed. However,even thoughthere'_euidbe substantialimprovementsat the
longerwavelengths,the oceanographicgoa_ wouldnot be achieved. The potentialNASA
GeopotentialResearchMission(GRM) is d_scribed. This missionshouldproducegeo-
potentialmodelsthatare capableof definingthe ocean geoid to lO cm and near-
earth satellitepositionssignificantlybetter. For completeness•the state-of-the-
art and the potentialof spaceborn,"gravitygravimetryis descrlbedas an alterna-
tive approachto improveour know,edge of the geopotential. I

i
I. INTRODUCTION .

t

This paperaddressesthe importanceof an accuraLerepresentation(= the geo- )
potentlalin physicaloceanography its currentstateo_ knowledgeand possiblenear- _
term and long-termImrrovements.

p

If the oceans,ore ._tatlcand sub.Jer.toniy to gravitationaland centrifugal r
forces,theywould conformto a conceptualsurfacecalledthe geoid on which the ;
gravitypotentialfunction(or geopotentlal);sa constant. The oceansare not ; '
static,and transportof heat,salt, and morentumhavea profoundeffecton clImate. :
As a result,studyof the temperaland ste._dy-stateclrculationof the oceansis . _,
important. Thesemotionsare governedby the equationsof fluiddynamicsand solu- c.

tlon is dependenton conditions at the boundaries and throughout the medium.
Velocitiesat the oceansurfaceare prJmarllyinducedby wind stress-nd differences
in pressure. On the rotatingearth,ocean pressuredifferencesgive riseto geo-

strophic velocities resulting from a balance between pressure and coriolts forces i
such that the velocity is normal C.othe pressure gradient. Surface pressure differ-
ences are caused by departures of the ocean surface from the ocean geoid. These
departures, called sea-surface elevations, can be as large as 1 to 2 meters tn the i
broadocean areasand slgnlflcantlylargerat the land-sea interfaces.

The relation be_.weenthe surface geostrophtc velocity and change t_ s_-surface
elevation is gt_:-_: _y"'

, i
v- (g/f)(aH/_x) I

where g Is the localacceleretlonof grav1&y(=9.8m.s-2_.,_= Za _in (latitude)where !
a ts the angular veloctty of the p_rth (7.27 x 10"s ,'_), and _,_/ax _ the horizontal _ '
slope of the sea-surface elevation. An uncertainty in se._-_.,rf_.._elevation of 10 cm , ;
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over a distance of i000 km would result in a velocity uncertainty of 1 cm.s -I at
a latitude of 45 degrees. This would be sufflcient for a better understandinq of
current velocities.

"_ A gross quantitative understanding of large,-scale ocean circulation has resulted
from shipboard measurements. Velocities based on _ensity distributions inferre_i
from in situ measurements can be determined to with!n a local constant if the ,ea-
surface elevations are unknown. Determination of this constant is possible by in situ
measurement of velocity. However, ir practice this is not usually feasible as it
would take months to average the small-scale velecity variations. Alternatively, the
constant can be determined from the suspect assumption that the velocity vanishes
at some level in the ocean called th_ ievel-of-no-motion. The inability to a_.curately
determine this constant has been a limitation to the quantitative description o_ the
geostrophic current syctems.

With the advent of spaceborne microwave altimetry a solution is possible. With
its inherent global coverage and measurement accuracy, altimetry has the potential
for determining sea-surface elevations to _ few centimeters. This, together with tra-
ditional hydrographic observations, would make possible determination of the three-
dimensional geostropnic currents unencumbered by the assumption of a level-of-no-motion.
However, the effectiveness of this approach is limited by uncertainties in our know-
ledge of the global geopotential and the ocean geoid.

2. SATELLITE ALTIMETRY
t

Spaceborne naJir pointing high resolution microwave radar altimetry has been an I

exciting source of daT;a for ocean topography (Chovitz, 1983; and Marsh, 1983). !
Instrument range measurement precision has improved steadily from the 1 to 2 m for
Skylab and the 30 to 40 cm for GEOS-3 to the 5 to 7 cm for SEASAT. Two new space-
borne altimeter missions are planned. The U.S. Navy program, GEOSAT, is undergoing
fabrication at The Johns Hopkins University Applied Physics Laboratory with launch
scheduled in the fall of 1984 (Pisacane and DeBra, 1983). Primary purpose of the i
mission is to better determine the ocean geoid by essentially completing the SEASAT
missicn. By collecting data at widely spaced intervals of time errors caused by {
time dependent sea-surface elevations, can be minimized. Instrument accuracy
should be the same as SEASAT because it is essentially of the same design with im-
provements of an engineering nature. The second program is TOPEX which is a NASA
venture now in the planning and instrument development stage. The primary purpose
of TOPEX is to determine sea-surface elevations. An official new start is projected
for 1985 with launch expected in 1988 or 1989. _:

Figure 1 shows the geometrical configuration of satellite altimetry. From i
-i tl,ealtimetry data, h can be inferred where 5 is the distance from the center of i

n_s of th: spacecraft to that pointon the ocean nearest to it. Sea-surface
" elevation H is given in terms of 5 by

i
I '

where N is geoid height vector and _ and are the position vectors to the center of ' ,
i

", mass of the spacecraft and to the subsatellite point on the reference surface respec-

tlvely. Errors in 6H are i
• Ii

I
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Position vectors from cent.'r of mass reference frame:
7" = satellite t

i

Fg = reference spheroid

Height vectors:

= altimeter measurement i i
I_ = sea surface elevation !

I_ = geoidal height _:,
,,
. !

Fig. 1 Satellite altimetry geometry. !
i
i
!

Becausethe vectors are near parallel,
II =

6H : 6r - 6h - 6N _ i

so that errors tn the satellite altitude, the measuree_nts, and the geotd hetght have i ;
)r!nt of the alttmter, 4..e., it

the sam senstttv,ty. Becauseof the large _O:tr_l _1 =, _i

errors tn spacecraft posttton orthogGnal to of second order. Consequently, r, _ _,

h, and N all need be detemtned to the samedegree of accuracy.
379
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Contributions to 6h are uncertainties in instrumentation delays, distance from
° the centerof mass to the electricalcenterof the antenna,spacecraftattitude, '_

propagationveloc<*y.., the effectof ocean surfacecharacteristics,and randomn_is¢.

_ Theseare discussedin depthby Marsh (1983)and Tapleyet al (1982)and will not be
consideredhereas ethererrorsdominate. Errorsthat contributeto ar, i.e.,satel-
litealtitude,are of two types: thosefrom the spacecrafttrackingsystem(e.g.,
stationlocation,propagationvelocity,and instrumentationerrors)and modeling
of the forcesthatact on the spacecraft,(e.g.,gravity,radiationpressure,and

; drag)thatare necessaryto correlatetrackingdata takenat differenttimes. Today,
the dominant error in determining satellite ephemerides from tracking systems _uch
as laser and radiofrequency doppler is the uncertainty in the global geopotential.
This uncertainty manifests itself in tracking station position errors and errors in

_ the gravity forces. Errors in the geoidal height, aN, follow directly from both
errors in and truncation of models of the geopotential. Because of density inhomo-
geneities, primarily in the earth's crust, the geoid is not a smooth surface and can
depart from the reference oblate spheroid surface by as much as I00 m.

The total gravitational potential, V*, can be represented in terms of spherical
harmonicsby

V*(r,_,¢)= Vo + V,

" where

,_ Vo _ GMr' the Newtonian potential; (1)

v : _ _ V_m
_:2 m=O i

GM (_)_+l(C_mCos m_ + S_m Sin m_) P_m(COS¢) (2) iV_m = -_

G = universalgravitationalconstant

{

M = mass of earth I

R = normalizingradius,generallythe mean equatorialradius i

i
r,_,¢ = radius,longitudeand colatitude I

t

P_m = (I - t2)m/2--dmp_(t),associatedLegendrefunctionof the !

J

_ dtm firstkind

'i
;', Pz(t) - l d_ (t2 - l)_, Legendrepolynomials ' )0

2_1 dt _ j

1 /(_')_P_(cos ¢')dM,.. C_o = _

' 380 ,.._.. im
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C_mi 2_-m)' r' _ icos mx,I OF POOR QUALITY, iS_ml = M(_+m)I./ (_--)P;_m(cos¢') sin m_,'i dM m f 0

r',x',¢' = integrationparametersoverthe mass of the earth *

-_ 5C_m S_m are the harmoniccoefficientswhicha;'eunknownintegralsof the mass
distributionof the earth. FollowingDunnellet al (1977) the sphericalharmonic

>_; V_m can be representedin Kep3erelements(a,e,i,_,_,M)for nearzero eccentricity
•_ by
t

'i- Vgm - z IgmpS_mp (3)
,._ p=o
.k-

-_ Where

_.'_ [ C l(g_m)even Ii,ml("m)even_ =I _ml sin 'gin' (4)_ S_mp cos _mp +

l'Sgm_l(g-m>°dd [cmJ(g-m>°dd

', -- + m(a - (5) !

[_ a is the semimajoraxes, Imp is a functionof the inclination,B = M+_ is the argu-
•_ ment of latitude,a is the longitudeof the ascendingnode, and o is the right _
-' ascensionof Greenwichrelativeto Aries. This providesa zonvenientrepresentation
_ of the geopotentialfor derivingboth the geoidheightand the effectof the harmonic

coefficientson satellitemotion. Geoidundulationscan be determinedfromthe Bruns
. theorem as
'e

_ V-U = V_-U
- - Z _ (6) %;

N g g=2 g t

where g --GM/R2 is the localacceleratlonof gravityand U is the differenceof the i
potentialof the ellipsoidalreferencesurfacewith the Newtonianpotentialfor which i
all terms for g :, 2 can be neglected. Substituting for V and approximating a by R
gives

V_,-U I_ _ R _, • 2 (7)
N¢ - g m=o p=o ImP S_mp :

Perturbationsin the radialdirectionof a sate111teIn a near-clrcularorbit, _
following Dunnell et al (1977), are 1

1
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where

_r_ GM (_)A+2 _ A". = - _-_ s z 2n(_-2p)]Imp S_mp

m=o p=o[g + 1 - " $_mp (n2"@2Amp) (8)

Becauseof t,,.linearnatureof the expressionsfor NA and 6rA in terms of the =

harmoniccoefficientsCAm and S_m,equations(7) and (8) can also be interpreted
as determiningthe effectof uncertaintiesin the harmoniccoefficients.

Estimatesof the relativevaluesof 6rA and N_ can be determinedas follows.
If the earthwere essentiallyh._nrotatingsuch that_-0 is a constantthen

_mp = (A-2p)n

and using n2 = GM/a3, equation (8) can be written as

= A-I A A

_. _rA = R T. (R) Z T. (A .J) (9)
g=2 m=o p=o (A-2p)2-1 IAmp SAmp

: The maximumcontributionto the perturbationfrom the harmoniccoefficientsat a
given frequency+_(A-2p)noccurswhen A is a minimumfor which p must be eithero

or _. For the highestfrequencyin _rA, denotedby 6r_l_ = _+An' the perturbationis ;I

6rAm¢=+An R(R)__1 A 1: _o_+-_T[Imo Sg,mo+ I_,_S_m_1 (lO) i
i

I

Similarly, for NA .
t

A _

NAI¢=+An = R Z + (II) ;- m=o [IAm°StJn° IAmASAmA] :_
I

I

Then the amplitude or the uncertainty of the ratio of the perturbation in satellite
heightto the geold undulationat a frequencyAn is

l

1

• 6rA _ A-1 i.
-]T'_i A = ( ) (A + I) "I (12) i.- ¢=+_n

i
'"" This ratioas a functionof harmonicdegreefor two sate111tealtitudesis , I

given in Figure 2. Attenuation nf the ra_,lu as _ ln_reases aemonstrates the difft- ' i
_. culty _n determlnlngsmall-scalevariationsIn the geopotentlalby measurementof i
_ orbitper_rbatlons. This alsodemonstratesthat the orbit Is lesseffectedby ;
I cu,;trlb-tlonsof the harrr_n!c coefficientsat higherdegreeA. Rotatlonof the ' i

trequ=,,_,_- are,W carth introduces- ---'-othat smallerthanorbital.).-n < n. such thatthe J
_S*' I" |

i magnitudeof _he orbital_erturbatlonsare enhancedb_ the factor"'_t_mp. Consequently, ,

the more significant perCurbattons occur at the longer wavelengths and ;r,_ll-scale !

! 382 ,_.. !
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altimetervariationsare primarilya resultof the topographyof the ocean surface.
Equations(lO)and (ll)demonstratethat smallvariationsin the mean Keplerelements

producesecond-ordereffectsin both the satellit{altitudeperturbationand the -_
oceangeoid. This is the mathematicaljustificationof using an orbitwith a re-
peatinggroundtrack so that the geopotentialuncertaintiesresultin highlycor-
relatederrors. Variationsin the altimetermeasurementscan then be interpreted
as time dependentcomponentsof sea-surfaceelevations.%

To determinethe absolutesea surfaceelevationrequiresa globalgeopotentia3
model to determinethe satellitealtitudewhich is far lessdetailedthan the model
requiredto definethe ocean geoid.

W_velenath ORIGINPL PAGE IS
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- 3. GEOPOTENTIALMODELINGSTATUS _-_
i

i A reviewof the currentstatusof modelingthe geopotentialis available(Lerch !
1983).These modelsuse varioussourcesof data: orbit perturbationsthrough i
laserand radiofrequencydopplerobservationssatellltealtimetry and measurements i, , .

of terrestrialgravityanomalies. Resolutions are as smallas a half-wa;elengthof
one degree.

_I the years, has generatedthe GoddardEarthModel (GEM)seriesOver NASA which

i has been the acceptedstandar& The latestin the seriesare GEM-g and I0 (Lerch
eta|, 1979),GEM-lOBand I0C (Larchet al, 1981),and GEM-L2 (Larcheta], 1983).
Charac_erlstlcsof thesemodelsare given in Table I. GEM-g and GEM-L2are based

solely on satellite tracking da_a, GEM-IOts based on the data used tn GEM-gbut
augmentedby terrestrlalgravityanomaly,_asurements,and GEM-lOBand I0C use

satellitetracking,surfacegravimetryand GEOS-3altimetry. Variousmeasuresof
accuracyfor GEM-g,10, lOB and I0C are given In Table 2.
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For orbit determination GEM-9, lO, IOB and IOC are comparable with a radial
accuracy of about l to 2 meters. This compares favorably to the l to 2 meters esti-
mated for the satellites of the Navy Navigation Sa'ellite System at about lO00 km. _
The GEM-L2 model is reported to be superior to the _arliermodels by more accurate

_ determination of the harmonic coefficients up to degree and order 4. The orbit
errors for the LAGEOS spacecraft at an altitude of almost 5900 km were reduced

from 2m with GEM-9 to 0.30 cm for GEM-L2. There has not yet been evaluation of
this model for low altitude satellites. ;

The measures of accuracy given in Table 2 indicate that the GEM-IOC model has
an edge in reproducing the ocean geoid. An accuracy of l to 2 meters in geoid height
is suggested, and an anomaly accuracy of 4 to 7 mgal for l degree regions has been
reported (Lerch et al, 1983).

Table !

Goddard Earth Models {Larch et al 1981 1983)
(

Data

_, Name Year De§teecomplete No. of Coef's Minimum wavelength Satellite £urface GEOS-3
" km deg tracking gra_,metry altimetry

_ GEM- 9 1979 20 566 2000 9 _/
l

GEM-10 1979 22 594 1820 8.2 _/ _/

: GEM-10B 1981 36 1296 1110 5 _/ _/ _ i
GEM-10C 1981 180 32,400 222 1 _/ _/ _/ i

,

GEM-L2 1983 20 566 2000 9 V/
t

!
1

Table 2 _'
•!

Accuracy assessmentof oceangeoid (Lerch et al 1981) ii
(

Models _._.:
\

Comparisons GEM-9 GEM-10 GEM-10B GEM-10C t
t
!

Geoid heights(m) I
GEOS-3 altimetry - trench areas* 2.90 2.87 2,47 1.22 ' !

GEOS-3altimetry - nontrenchareas* 1.92 1.80 0.94 0.75 i-, Skylab altimetry 3.2 3.0 2.3
i

;" Seasataltimetry 1.0 ' i
GEOS-3 radial position from

crossinganalysis --1 1.34 1.00 ; Ii

i Anomalies(mGal) !

GEOS-3 altimeter, 5° blocks 4.7 I

Terrestrial,5° blocks 9.4 i
"i -- i

" *After biasand tilt havebeen fit to removeorbit errors.
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4. NEARTERMIMPROVEMENTS

A workshop was held in February 1982 to address future directions for developing
improved models of the geopotential (NASA, 1982). One recommendation was to develop
improved models that did not require additional spacecraft to be launched. The con-
sensus was that perhaps up to a 50 percent reduction in errors up to degree I0, i.e.,
half-wavelengths of 2000 km, with lesser improvements at higher degree could be
achieved. These improvements would be realized through two activities. This first
would be to developimprovedmodelingtools,i.e.;_oft_areincorporatingimproved
physical,mathematicaland statisticalmodelstakingadvantageof the enormouscompu-
tationalspeedsand storagenow available. The secondis to improvethe qualityand
quantityof the existingdata by reprocessing,to add additionaldata fromsatellites
not previouslyused,to incorporatethe SEASATaltimetrydata,and to collectaddi-
tionallaserand radiofrequencydopplerobservationsin new campaigns.

Thisefforthas not yet been formallyundertaken. However,even if all expec-
tationswere realized,it would not satisfythe requirementsfor eitherorbit deter-
minationor the ocean geoid to use altimetry _t_ for the time-invariant surface
geostrophiccurrents.

5. GEOPOTENTIALRESEARCHMISSION(GRM)

Significantimprovementsin the globalgeopotentialwill be possibleas a result
of the GRM, formerlyGPJ_VSAT,which is understudy by NASA (Pisacaneet al, 1982;
and Keating,1983). Accuracyof the globalgeopotentialshouldbe adequatefor de- )
terminingthe sea-surfaceelevationsto lO cm from altimetrydata. This programis )
still in the studypnasewith the possibilityoF a new start in 1988or laterand

launchin 1992or later. !
Terrestrialtrackingof near-earthspacecraftto refinethe geopotentialis i

limited. Uncertaintiesin the propagationvelocity,in the iono.:phereand especially
the atmosphere,can inducedata reductionerrorslargerthan the orbitalperturbations i
of interest. To increasethe magnitudeof the orbitalperturbationit is necessaryto
decreasethe altitudeas low as possible. At the 160 km altitudeof the GRM space-
craft,it would requireabout276 stationsuniformlydistributedto provideglobal !
coverage. At this low altitude,the drag force uncertaintyis aboutthree ordersof . ,
magnitudelargerthanthe gravityforcesof interest. These limitationsare overcome , (
in the GRM by satellite-to-satellitetrackingbetweentwo satellitesin near circular ;:
polarorbitsseparatedby distancesof lO0 to 300 km. The disturbingeffectsof drag
and radiationpressureand in addition,orbit altitudemaintenancecan be accomplished i
by the DisturbanceCompensationSj,stem (DISCOS). This devicewhich was successfully 1
demonstr--at-edon an advancednavigationsatellitein 1972,TRIAD,uses a mass expul- I
slon systemto forcethe spacecraftto followthe motionof a free proofmass in a )
cavitywhich is shieldedfrom the atmosphereand solarradiation.

I
Studieshave definedthe systemcharacteristicsgiven in Table 3. A missionof i

about7 months,6 of which will be operational,will requireabout 1400 kg of hydra-
zlnefuel for each spacecraft,Just underhalf the totalmass. An artist'sconcept- i
ion is shown in Figure3. The two spacecraftwill be launchedby a singleshuttle ti
missionfromthe WesternLaunchFacllity. Range-ratemeasurementsbetweenthe two 4
proofmasseswill be made to 1 _m.s"I at 4 s intervals. Thiswill be accompllshed I
in part by a radio frequencysate111te-to-satellltedopplersystem. A laboratory
instrumenthas beendevelopedand tested. Differenceswith measurementsfrom a
laser Interferometerwere significantlyless thanthe goal,l,e.,about 0.03 _m.s-l
rms. With a measurementprecisionof 1 _m.s-I at 160 kms altitude,the globalgeold i
as a functionof degreeshouldbe recoveredto the accuracydepictedin Figure4. t

M_m''" _* * ,_ L,'"_.;_.,;m_m.m_b_ • *'_'_ _" • ?
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Table 3

GRM spacecraft characteristics

_ Orbit

Altitude _ 160 km

" Inclination 90 + 1 deg

Lifetime 1/2 year (operational)
Launch Shuttle

Separation Variable 100 to 300 km

Physical characteristics

Length 4.8 m

Body diameter 0.9 m

Solar panels (2) 1.5 m x 3.5 m

Mass 2900 kg (1400 kg hydrazine)
Power

"- Solar panels (2) and body
_' mounted cells 400 W (average)

;- Tracking systems

Proof mass to proof mass 1 /_m • s'1
Ground based 100 m

; Wavelength
lowerbound

(km)

800 400 267 200
4 I i 1

-- 3

:
-, .I I I T
_, O-- 50 IO0 150 2OO i
-' Hmrmoni¢degree I
|

i, Fig. 3 Artist concept of the Geopotential Research Fig. 4 Geopotential Remarch Mission (GRM) geoid height l
-1 Mission. uncertainty, j

-I
!
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Total geoid height error should be less than I0 cm and satellite altitude error at /
850 km should be about one order of magnitude less.

The GRM should be able to provide a global geopotential with sufficient accuracy
to limit the geopotentialmodelipg error of the geoid to less than lO cm.

t

6. SATELLITE GRADIOMETERS

Satellite-bornegravity gradiometers have been proposed to effect further improve-
ments in determining the geopotential. This approach is currently envisaged as a
follow-on to the GRM. To satisfy the objectives of the GRM, measurement precision of
about 5 x lO-3E (IE = lO-9s-2) is necessary at the same spacecraft altitude, 160 km.
As a result, a measurement accuracy of IO-4E over a 4 to 8 s interval is necessary
to provide an improvement. Reviews uf the current state-of-the-artof gravity gradi-
ometry are given by Wilcox and Scheibe (1983) and Pisacane (1983).

Current mobile gravity qradiometers can measure to about IE. Fundamental limita-
tions are the instability of the materials, thermal distortion, stability of the
scale factor and Brownian noise. To achieve the required accuracy it will be neces-
sary to take advantage of cryogenic technology which should reduce each of the errors
described above ,_nd most significantly the Brownian contribution. An instrument under
development at the University of Maryland uses two opposed superconducting proof
masses on a soft suspension and two superconducting sensing coils in a pancake shape
(Paik, 1981). Two SQUID amplifirrs are used to detect the motiJn from which the

I

gravity gradient is determined. A single-axis instrument has been tested and a
three-axis vector gradiometer should be completed in the near term. A design using a
superconducting cavity oscillator accelerometer also appears to have promise !
(Reinhardtet al, 1982). Other instruments have been proposed as an interim step to

achieve lO-2E. These are the Bell Aerospace Miniature Electrically Suspended Accel- i
erometer (MESA) and the ONERAproposed CACTUSinstrument, i

!

A spaceborne gravity gradiometer mission in the late 1990's is a possibility, z

The specific improvement in the geopotential will depend on the extent of the
reduction of errors below 5 x IO-3E.

7. CONCLUSION
i
t

Spaceborne microwave altimetry has the potential for measuring sea surface _
elevations to a few centimeters. To properly interpret these data for surface
geostrophic currents, it is necessary to make significant advances in modeling
the geopotential. The NASA GRM has the potential for meeting the I0 cm accuracy i

requirement for the global geoid. The success of this mission will be a signifi- I
cant achievement in the three-dimensional determination of the geostrophic currents.

i

The author wishes to acknowledge that part of the efforts reported on here (
were funded through the National Aeronautics and Space Administration Geodynamics J
Program, Geodynamics Program Office Office of Space Science and Applications. i
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THE SATELLITE ALTIHETER AS A PLATFORM FOR OBSERVATION OF THE OCEANIC _ESOSCALE

Paper Synopsis

Jim L. Mitchell

Remote Sensi_ Branch

Naval Ocean Research and Development Activity

NSTL, _S 39529

Attempts to use the satellite radar altimeter as a platform to provide synoptic
monitoring of the oceanic mesoscale are faced with two critical issues: removal of

geold error or "contamination" a_d selection of optlmum space/tlme sampling
strategies. Long wavelength (1O km) orbit determination errors, on the other

hand, are not so critical a probl_m as for altimeter measurments of the basin scale
circulation. Both issues must be addrcJsed within the constraints provided by

simple orbital mechanics which dictates the laydown pattern of the satelllte's

groundtracks in space/tlme. Other issues arise and must be assessed. These are:

adequate mission duration scales and the problems of geophyslcal noise sources and

instrumental noise which degrade the effective alongtrack spatlal resolution of the
altimeter.

I

The major obstacle facing the use of the altimeter for mesoscale observation is the

generally unknown nature of the marln_ geold with the preclslon8 necessary for its
removal on spatial scales of order 10- km. ge briefly examine this problem by i

using both GEOS-3 and SEASAT altimetry of the HWAtlantic during the period July i
27, 1978 to August 26, 1978 in an attempt to spatial map mesoscale topography in
the region from 25°N to 42°N latitude and from 60°N to 75°N longtitude. Orbit i

error correction is provided by removal of an independent linear tilt and bias for i
each track through this region. This simple detrendlng 18 adequate for removal of i
residual orbit error to an acceptable level of precision for bo_h CEOS-3 and

SEASAT. Comparisons are made between such simple detrendtng and a regional
minimization of crossover point differences. While the latter procedure is
invaluable as a tool for modellin8 large-scale orbit determination error, the
procedure's tendency to minimize topography associated with temporal fluctuations
make its regional application a less desirable approach for mapping the _ '
quasi-geostrophlc mesoscale. _"

!
z

Crldded differences of the detrended topography with the Karsh-Chang gravimetric _ I

weald of the region result in a toposraphic residual field of approximately 35 km i
spatial resolution. Favorable couparisons are made between the objectively mapped
field and that deduced fror, concurrent in situ observation. Noreable problems are

introduced by the presence of non-isostatic seanounts, noteably the Huir and Kelvin i
sesmounts. Comparisons are uade with existin S gridded bathymetry of th,_ region, i
As well, the leval of weald contamination associated with cross-track separation
distances is assessed using data ires the 3-day repeat cycles of SEASAT. The
utility of repeat tracks ('collinear') data is emphasized.

[

Apparent "mmarinB" of a number of cold core rinse raises the issue of optimum i
tradeoffs to be made between cross-track separation distance and the period of

repeat track closure. The problems of synoptlcity as well as definition of a
stationary ensemble mean topography with collinear t_scks, are er_ntined and s

resultinS opti_ stratqy for synoptic observation of the quaei-geostrophlc i
mesoscele Is presented.
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THE EVOLUTIONARY TREND IN AIRBORNE AND SATELLITE RADAR ALTIMETERS

Leonard S. Fedor

NOAA/Wave Propagation Laboratory
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Boulder, CO 80303

Edward J. Waiah

NASA Goddard Space Flight '_nter

Wallops Flight Facility
Wallops Island, VA 23337

ABSTRACT

Tbls paper looks at the manner in which airborne and sacelllte radar altimeters

have developed and where the trend is leading. The alcborne altimeters have progressed

from a broad-beamed, narrow pulsed, nadir looking instrument, to a pulse-compressed

system that is computer controlled, to a scanning pencil-beamed system that can produce
a topographic map of the surface beneath the aircraft in real time. The future of the

airborne systems seems to lie in the use of multiple frequencies. The satellite alti-

meters have evolved towards multl-frequency systems with narrower effective pulses and
higher pulse compression ratios to reduce peak transmitted power while improving reso-
lutlon. Future applications seem to indicate wide swath systems using Interferometric

techniques or beam-llmlted systems using 100 m diameter antennas, t

1 • INTRODUCTION

In this paper we will take the term "radar a_.xmeter to mean a radar system whose
data product Is prlmarily a dlrec*, range measurement of the sea surface elevation, i

This eliminates from conslderr.'ion synthetic aperture radars, slde-looklng radars, and
wave spectrometers since they use range measurements to identify a region on the sea
surface from which they measure the backscattered power', not the el_vatlon. We will
discuss the airborne systems first since their development has anticipated the satel-
lite systems.

t

2. AIRBORNE RADAR ALTIMETERS

Table 1 cotpares the features of three airborne radar altimeter systems of i
increasing sophistication. Th_ first system was developed in a cooperative effort i

between the Naval Research l.,boratory (NRL) and NASA/GSFC Wallops Flight Facility (NFF) i
to investigate sea surface scattering experimentally. NRL designed and built two X-
band radars capable of transmitted pulse duratlona down to i riser. The inttlal radar

(Ysplea et al., 1971) investigated near surface wcattering frou the Chesapeake Light i
Tower lo_te--_ in the Atlantic Ocean fifteen miles nast of Norfolk, Virginia. The !
second sytea (¥aplea e.t al_, 1972) was florin in a _ C-54 aircraft, l

I

The transmitter and recetver horns (50 two-way beawidth) _ere mounted side by i
side and loo_nd at nadir through a port cut in the bottem of the fuselage of the air-
craft. The received signal was amplified at RY and fed directly into a dlode detector !
with a very fast response time. The detector output was displayed on the samplln 8 ',
seeps whose storage also permitted A/D conversion for recording on us8netic tape.

!
t
1
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The transmitter operated at 9.75 CHz with _ pulse-repetition frequency of
"°- 90 kHz. AlthouRh a n_rrower pulse was transmitted _nd Individual pulses recorded the

"individual" pulses did not correspond to a s!nHle transmitted pulse. The sampling
scope technique sequentially looked at dtfferopt ranges for the rot_lrned pulses corre-
sponaing to a series of transmitted pulses. The range changed by one quanttzation for
every six pulses but because they were so htF,hly correlated there w,ls no reduction of

" the Rayleigh fading of the signal. The output display rate was 90 llz, At the begin-
' nlng of each sweep, seven external channels were sampled followed by 160 data points

from the sampllng scope, In a typical display the 16() sample point._ would cover a lO0-
nsec time interval for a radar range window of 15 m and a range quantlzation of 0,625p

ns ec.

In 1973 this pulse-limited system acquired data at 3 km altitude under various
wind and sea conditions during the .Joint North Sea Wave, Project (JONfiWAP-2) off the

i coastal island of Sylt in Germany. The ability of such sytems to measure significant
wave height (SWH) was well demonstrated by inter-comparlson with waverider and pitch-

roll buoys, a shtpborne wave recorder._ and a laser profilometer (Walsh et al., 1978).

It was recognized that to achieve high re_olution at manageable peak power from

7 space would require leaving the narrow pulses generated by the NRI.radar and going _._

pulse-compr.ssion techniques. Also, the data volume which would be associated with
'. increasing the PRF to decrease the noise in the range measurement needed to be

reduced. To verify the v_.abiltty of this approach, Hughes Aircraft, working with WFF

under the NASA Advanced Appllcltlons Flight Experiments (AAFE) program, developed an

airborne pulse compression radar altimeter operating at 13.9 GHz. The AAFE Altimeter
was first flown in 1975 and achieved its 3 ns resolution using a wide bandwidth linear

P4 transmit :_aveform and a deramp stretch pulse compression processor. The wideband
signal is generated by an acoustic Reflective Array Compressor (RAG) device which

•' expanded a narrow pul_e i:Ltoan FH-modulated 3 us pulse. The deramp processor is

essentially a correlation mixer which mixed the returned signal with a chirped local
oscillator (LO) signal. The LO is a replica of the transmit waveform which is accu-

rately controlled by the altitude tracker to be nearly time coincident with the return

pulse. The output of the signal processor is taken from a bank of filters which corre-
sponds to 24 sampling range cells over a I0 m range window.

In addition to testing the I000 to I pulse compression application, this sytem had

greatly increased sophistication. It Is computer controlled and has selectable PRF,
pulse width, and range tracker parameters. It preavecages return pulses over 0.1 -_
second intervals to reduce the data volume, and computes and displays SWH in real time,

in addition to range and AGC. Its tracking accurac) is better than IO cm.

Up to this point, a pulse-limited radar altimeter's capabilities were limited to
measuring the range to the sea surface, the backscattered power, and the SWil of the
height distribution. It was decided to build a computer controlled, scanning narrow-

" beamed, radar system at 36 GHz which could generate a false-color coded elevation map

_.. of the sea surface below the aircraft in real time and routinely produce ocean
directional wave spectra _Ith of,-llne data processing. The Surface Contour Radar
(SCR), developed Jointly by NRL and tiff under the AAFE pro6ram, became operatlonal in
1978. The system (Kanney et el., 1979) has an oscillating mirror which scans a 0.85" x

1.2" pencil-beam laterally at 10 Hz to measure the elevations at 51 evenly spaced

points on the surface below the aircraft (Figure " ). At each ot the polnt_ the SCR
measures the slant range to the surface and corrects In real time for the off-nadir
angle of the bess to produce the elevatlo, of the pot .t in question _,lth respec.', to _.he [

,_ horizontal reference. The elevations are false-color coded and

, 392
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dlsp!ayed on the SCR color TV monitor so that real time e_tLm_tes nc SWH, dominant

wavelength, and direction of propagation can be made. The real time display allows the
sircr_ft _iciLude and flight lines to be optimized during a flight ove_ a visibility

obscuc_'d sea without prior knowledge of the wave conditions.

The limited peak power available at 36 GHz preclude_ tb= traE1smission of a I ns

pulse, but the SCR employs a different modulatlon technique than the AAFE Altimeter.

The contlnuouq w_ve (CW) transmitter is biphase modulated by a digitally generated

maximal length code sequence. _le return signal is a1_ocorrelated by a like sequence

with a variable time delay inserted. The code :ength and clock rate can be varlec,

providing selectable range resolutions of 0.15, 0.30, 0.61, and 1.52 m. For the 0.15 m

"; resolution there is at, effective 2048 to 1 compression ratio. At the m_'.tm.:m beam scan

rate of I0 Hz thc -ange windcw Is 4 m for the 0.15 m le_ol,l_ion.

Transformation by a two-dimenslonal F_T of the elevation map generated by the SCR

_ produces the sea surface directional wave spectrum (DWS). Comparison of the SCR DWS

., with In-situ sensors was made during the Atlantic Remote Sensing Land Ocean Experiment

(ARSLOE), a multlorganizatlon experiment held October 6-Jovember 30, 1980, near Duck,

North Carolina. When the SCR DWS was comparen with waveriders a_.] the XERB and ENOECO

pitch-and-roll buoys, there was excellent agreement between the non-dimensional spec-

trum and the angles associated with the AI, HI, aud A2, B2 Fourier coefficients. There
were indications that the in-situ sensors had calibration problems with the magnitudes

of the higher Fourier coefficients, and that the radar system may be able to measure up

to 13 Fourier coefficients compared to the flve of the pltch-and-roll buoys. The high

spatial resolution and rapid mapping capability over extensive areas make the SCR ideal

for the study of fetch-llmlted wave spectra, diffraction and refraction of waves in

coaqtal areas, and hurricanes and other highly mobile wave phenomena.
I

._ The future of airborne altimetry lies in using multlfrequency systems to refine
&

our knowledge of the effects of frequency dependent surface scattering as well as the i

_ perturbing effects of rain and clouds• Prelimimary work has already begun in this area !
using the combination of the AAFE Altimeter and the SCR which are both presently

q

located on the WFF P-3 aircraft.

Since the SCR measures both returned power and elevation to high spatial reso-
) lution, it can de_ermine for various sea states how the backscattered power per unit

i area varies as a function of the displacement from MS], (Walshet al., 1984) The SCR !

uses its pencil beam to determine the spot on the surface to be interrogated. This

allows independent histograms of the sea surface height distribution and the return _i

power d[strlbutlon to be developed from SCR data. The return power distribution (which I

--_r IS what an orbiting altimeter would measure) is shifted towards the troughs relative to i
the sur[ace height distribution. The measurements indicate that the range measured by ' j

a 36 GHz pulse-llmlted altimeter in space would be biased approximately 1.1% of the !
value of SW}{ towards the troughs. However, the EM bias of an altimeter operating at 13 !
GHz is of more Immediate interest because of the TOPEX mission• Since the AAFE

Altimeter does not have the spatlal resolution to measure EM bias by itself, the SCR

will take simultaneous data at 850 m altltude with the AAFE Altimeter (13 GHz) to pro-
vide a direct measure of EM bias at 13 GHz.

The indications are that satellite altimeters operating at 13 GHz should be

subject to an EM bias equal to 3% of the significant wave height (SWH) but this has not

been directly verified. Because of the high spatial resolution of the pencil beam of

the $CR, its range measurements are not subject to the EM bias effect and it can deter- )
mine the actual aircraft altitude.The SCR and AAFE Altimeter will take data simulta-
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neously during the NOAA Artic Cyclone Experiment iu January, 1984, while tl,e aircraft

. proceeds offshoLc of Greenland under fetcb-limlted conditions and returns. The
antennas o_ the two syz_ems have been colocated. The range_ determined [rom the

systems will be subtracted and any bias removed to make the dlfferc_re zero at the

start of the flight where the wave height was low. The range difference between the

two instruments should increase to 30 cm as the w_ve height _¢rea_es to LO m and then

decrease back to zero as the aircraft returns to shore. Figure 2 shows some _._eiim-

Inaly data acquired at 1350 m altitude with the SCR-AAFE Altimeter combination. The

top of the figure shows the variation in the raw altitude measurements of the two

systems. The bottom of the figure shows the range difference between the two systex_s

after some minor corrections to the SCR data. The high frequency noise in the range

difference is noL _ problem since SWH has a slow, trending variation and the data could

be averaged over several minutes. A potential problem is the slow oscillation _n the

mean value which was probably induced by aircraft pitch and roll effects on the AAFE
Altimeter. The altimeter beamwldth has been broadened from 15 ° to A5 ° to pl.uine _ the

attitude sensitivity and a delay llne has been added co allow it _c operate at 850 m

altitude where the signal level and spatial resolution on the SCE is better.

3. SATELLITE RADAR ALTIMETERS.

_ Table 2 compares _],e features = four _a_=_i_ -_ _+_o+_.o rhino _F _h===

radars have been place@ _n orbit. The first was aboard Skylab, which was l_',nched in

: '_ay, 1973. The second was cr GEOS 3, launched in March, 1975, and the third waz aboard

Seasat-l, launched in June, 1978. The AAFE Altimeter was the prototype of the Sea_t

altimeter which used a similar pulse co_presslon technique and effective pulse and also

preaveraged returned pulses over 0.I sec. These altimeters contributed to geodesy and t
earth physics and measured ocean mesoscale features, wave height, wind speed and ic_ !

boundaries.

The Geosat altimeter is scheduled for launch in the fall of 1984 and the ERS-I

altimeter is projected for 1988. Geosa_ and ER$-I _ro e_centiaily Seasat class

altimeters. The TOPEX altimeter is under development. Table 2 shows that the trend

has been towards more narrow effective pulses and higher PRF. There ha_ not been much

motivation for narrowing the effective pulse width beyond the 3 c_ width achiev_ _ ,_o t
Seasat. Ilowever, the pulse compression ratio has increased so that a lon_cr _rans-

mitred pulse with lower peak power could be utilized.

To date, the satellite altimeter has been a narrow swath instrument, but studies
have been carried out which indicate the possibility that a multlbeam altimeter v@th

additional beams displaced 25 to 50 km on either side of the nadir beam could greatly _

Improve the ocean mesoscale feature mapping capability. One suggestion for the multi- I

beam altimeter (Bush et al., 1984) is to use a TOPEX class altimeter and augment the I

nadir tracking pulse-llmlted altimeter wi_h _, additional antenna deployed cross-track !
_ (Figure 3). Each of the antennas would have multiple feeds to permit the illumination

of patches both left and right of nadir. The antenna pair would be connected by a T

and driven by a single transmltter-recelver so _hat interference lobes would be i

_ produced. Each Interferometer lobe would produce a return similar to that which would I
!

be obtained from a i rge antenna, allowing the radar to obtain precision off-nadlr I
altimetry by centrold tracking the central inter_erometer lobe. A single a_tenna would !

11" be used to track the nadir. I

Satellite roll constitutes a problem when trying to accurately measure range to a i

point off-nadlr. In an 800 km orbit, a multlbeam altimeter looking 50 km cross track !
would experience a 1 cm range change if the satellite roll angle changed by only 200
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nanoradlans. How would one tell the difference between a roll angle charge and a meso-

scale surface feature? The sGlution is to measure the roll independently. Measure-

. ,,_.._--_(Green et al., 1979) on a modified breadb, -d Dry Rotor Inertial Reference Unit-

II (DRIRU-I T is the NASA standard dual redundant titud_ reference for spacecraft)

have demonstraL_d its ability to measure angles to a precision of better than I00

nanoradians over a period of one hour. Achieving this angular noise performance

assumes a system operating in conjunction with other sensors and algorithms which can

_ estimate changes in the tlxed drift cf the gyro. Since mesoscale features would be

high frequency occurrences wlth encounter times on the order of ten seconds compared to
-_ the slow, trending variation of _olI whose dominant period would be on the order of an

_. orbit for a free flying s_tellite, low-pass filtering of the range data could supply

the information needed by the attitude system. The effect of the roll variation could

then be subtracted from the rang_ data for studying mesoscale features.

The advent of the space shuttle has made feasible the deployment of large antennas

in space. A large antenna would allow a down-looklng real aperture imaging system that

' has several advantages over the SAR. It could image the reflectivity of the surface

while it simultaneously measured the altitude, viewing the surface at near normal Inci-

-; dence. The nea_ nadir imaging capability would provide a viewing angle that couldL_
easily he matched with other imagery such as from cameras and IR scanners. Studies

_ have shown tnaL _e__ -=all radar is particularly sensitive to the ripening of crops and

_ soll moisture. The image productlon is a very simple low data rate assignment of
_: reflectlvity to a ground position not requiring the motion compensation, Fourier trans-

_ formations, or high data rates normally associated with SAR systems. The additional

height information provided for each resolution area would contribute to understanding
_ terrain contributions to plant conditions, measurement of plant heights or growth

_h _ates, determination of snowdepths, resolving atmospheric conditions such as rain, and
., su-veillance of ships and/or alrc_aft and other applications.

Large antenna studies such as recently conducted at the NASA Marshall Space Flight

Center (MSFC) and presently being conducted at the NASA Langley Research Center (LaRC)

are directly leading to the feasibility of a pushbroom image and contouring (PIC) radar

for future earth observations. The Harris Corporation (Marvin Sullivan, private
communication) is under contract to LaRC to fabricate a 15 m diameter hoop-column space

antenna which is a one-seventh scale engineering model for an eventual flight applica-

tion of a I00 m diameter antenna. The 15 m diameter antenna is presently being

assembled and is scheduled for RF testing in late 1984. It is projected to be flight

tested on the space shuttle in the 1986-87 time frame. In its initial configuration

the collapsible antenna will be roughness limited to a maximum operating frequency of 6

i to 8 GHz. However, the addition of more contouring cabling could Increase its
frequency response up to 13 GHz.

Recent algorithm development for satellite radar altimeters has focused on instru-

me-ts of the Seasat class. Since that instrument has the demonstrated capability of

measuring surface height variations to less than I0 cm, significant wave height to

within i0 cm of data buoys, and surface wind speeds to within 1.4 m/s of the data

buoys, the need for a new generation instrument might be questioned. But bear in mind

that the maximum wave height in the buoy comparisons was approximately 5.5 m and the

bulk of the wind speed values were less than 15 m/s (Fedor and Brown, 1982). Although

the Seasat altimeter worked very well, none of the above measurements have been

verified within severe storm re_ions; not necessarily because of the high wind speeds

and wave heights asoclated with storms, but due to the presence of rain which

attenuates and distorts the transmitted pulse. The ideal instrument to use to correct

for the effects of preclpltalon is the radar altimeter itself, since the data

1984019194-396



ORIGINAL PAGE 18

OF POOR QUALITY

.% corrections will be co-located In space and time with the data to be corrected., When
the proper techniques and algorithms exist, the instrument could provide its own
measurement o_ cain rate. The advantage of aircraft borne instruments for this

, development is that it is economically reasonable to design experiments in an iteratlve

fashion, to test techniques and theories, and to compare the results _.ith the data from
other instruments.

The Seasat class radar altimeters were spec!f_cally designed for ocean returned

pul_es which assumed a distribution of spec,_!ar !,,,_qt_. When the pulse is reflected
from a few smooth surfaces, the signal can be highly peaked and variable, making it

difficult to track and estimate returned power w{t_: the existing algorithms. It is

necessary to develop models for surfaces that :Iree,,(_:ntered over land, sea Ice, and
sheet ice. It would be beneficial to develop, ,_ew_eneration aircraft borne radar

altimeter as a mobile laboratory to expand _;,e=_:_a_ilitte8 of future satellite radar

altimeters. In addition, it could be csed as au A_'?iSEA inte_actlon instrument in

concert with other remote sensing instrume,,__ _ct: _eteorologtcal and oceanographic,

in a variety of experiments. These experiments would be concerned with hostile

environments (such as provlded by topical ana extra-troplcal cyclones and the marginal

7 ice zone), oceanographic features provided by current systems, and the passage of

meteorological fronts.

I In order to be able to provide the research capablllties for problems such as

described above, the Advanced Technology Airborne Radar Altimeter (_TARA) would have to
have several distinct characteristics. First, it would need to have at least ICO dB of

dymanlc range in order to sample the large specular returns e_ao_mtered from new sea

ice without saturating and also weak returns fro_ raln and liquid water above the
surface. Within existing technology, it is possible to provide intensive sampllng of

: the returned pulse both from and above the surface. It is possible to sample the whole !

returned pulse using seJeral thousand sampling gates. Having the capability of
recording every pulse return would aid in the development of scattering models over
land and Ice, improved tracking algorithms that would automatically respond to th_ type

of surface being interrogated, and preclpltaton models that would extend the physical
parameters that can be measured by a radar altimeter. ATARA would have on board data

processing capabilities that could be refined for eventual satellite applications. It
would be used as a validation instrument for future satellite radar altimeters.

The development of airborne and satellite radar altimeters has been closely Inter-

twined. Although ATARA could provide the research tool to understand some of the more

complex returns encountered by the satellite Instruments, each has unique operational
capabilities. The airborne altimeter could be used in specific experiments to

• understand physical proesses, while the satellite altimeter could provide high

_, resolution global measurement of the same processes.
i
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Figure i. The basic measurement geometry of the Surface Contour Radar.
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ON TIIEDETECTiON OF UNDERWATER BOTTOM TOPOGI_AI_I¥

BY IMAGING RADARS
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and Max-Planck last[rut fur Meteor,Jlogie,

Bundesstr. 55, 2 Hamburg 13, F. R. Germany

A_ tRACT

A simple theoretical model explaining basic properties of radar imaging of

_tnderwlter bottom topography in tidal channels is presented. The surface

_ughness modulation is described by weak hydrodynamic interaction theory tn the

relaxation tlme approximation. In contrast to previous theories on short wave

' modulation by long ocean waves, a different approxlmatlon has to be used when

describing short wave modulation by tidal flow over underwater bottom topography.

The moda[atlon depth is Ln this case proportional to the relaxation time of the

Brlgg waves. The large modulation of radar reflect[vtty observed in SEASAT-SAR

imagery of sand banks in the Southern Bight of the Norti_ Sea can be explained by

_ssumlng that the relaxation time of 34 cm Bragg waves is of the order of 30-40

seconds.

I. INTRODbCT[OS

it has been known for more than 10 years that real aperture radar (RAR) tugery

taken over sea areas with strong tidal currents (tLdal channels) sometlus shows

features that see-, to be related to underwater bottom topography (de Loor and van

Hutten, I978; de Loor, 198t; _/c[eish el. al., 1981). The same phenomenon has also

been observed in synthettc aperture radar (SAR) tma6ery obtained by the S_AgAT

satellite (Fu and Holt, L982; Lodge, 1983; Kenyon, 1983; Lyzenga el. al., 1983).

The sea-floor topography (bathymetry) causing these radar stgnaturea soletl,ms

lies tens of meters below the sea surface. An example of such tmagery ts the

SEASAT-SAR ruse shown tn Fie. 1.
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I_[G.I: Dtsttally processed SF.AS&T-SARImage of the 3outhern Bt|ht o_ the North

T._ Sea from orbtt 762 (Au_. I9, 1978, 6:46 UT) utth frame center at $1eLgeN, IOS2_E.
4

The land area in lo_er left hand corner ta the gn$1[sh coast near RemegaCe. The

V-shaped _eature In the center are the sand banks South leaIXe and Sandettte.

South Falts t_ ab_t 30 Im Ion$, 600-800 x bro_d and rises from the sea floor of I
T

a depth of _bout 30-40 m to _tthtn 7 m of Che sea surface.
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The Imaging of underw.lt_r bottom topogrlpny by real or _ynthet[c aperture radar

._eems not to be underqtandabte _t first sight, because tile penLtrat[on depth of

the electromagnetic waves ,emitted by the radar into sea water l._ only of tile

order o6 mtl[imoters to centimeters. Therefore, surface effects related to the

sea-floor topography must be respons[bl= for the r ldlr tm_glng.

Since radar signatures of bathymetry are only observed when strong (tidal)

currents are pres_.nt, we are led to _he hypoti_o.q[3 that these rodar signatures

are caused by surface curreat vac[atIons asoocIated with underwater bottom

topography. Variable surface currents modify the short-scale surface roughnes._,

and this rouglme_s variation Is sensed hy th_• radar. Since most Imaging radars

operate at Incidence angles between 20 and 70 degrees the radar backscattertng Is

dominated by Bragg scattering (Valenzuela, 1978). Consequentely, cro_s-sectIon

modulation results from the modulation of the spectral energy of the Bragb waves.

Cross section modulation determines the Image Intensity or grey tone level

variations In real iperture radar Imagery. However, In case of synthetic aperture

radar, In addLtion to this amplitude modulation, also phase modu[atlon or

velocity bunching contributes to the Imaging (Carson et.al. 1976; Alpers anl

Rufenach, [979; Alpers et._[. 1981). In most cases of S_R Imaging of bachymetry,

however, the contribut[o_ of velocity bunching to the Imaglng mechdntsm Is small

(Alpers and Henn[ngs, I984). Therefore we will discuss In this paper only

amplitude or cross section modulation.

2. BArHYMErRY - CURRENt INTERACTION i
i

i

the Interact[on of a 3-dimensional time-variable current field wtth 3-dIaenslonal

underwater bottom topography (bathymetry) can $omettles be a very oomp].ex
i

I

t process which does not allow a s[iple Qatheaat [cal description. ;

i Nevertheless, In this paper we sake the staplest possible assuIptlon that the f

1t curre,.t flow over the bathyset:y is laatnar, free of any vertical current shear ;,

and only weakly tI_ dependent. Furtheraore, we assume that the tidal velocity
i

_ component U_. normal to the direction of _he underwater bank obeyp the contLnutty

equat t on

405 _.__

®-II i •

_4

1984019194-406



9
ORIGINAL PAGE IS

_(x_)d(xj.) = const OF POOR QUALITY (la)

and that the paralle_ component U_ remains constant,

U_ = cons_ (Ib)

Here d(xl) denotes a depth profile along a llne perpendicular to the ridge

dlrect[on (x_).

Current measurements or, and off the sand bank South Falls by Venn and Oller

(1983) in the Southern Bight of the North Sea (north-eastern approach to the

English _hannel), where the tidal current flows across the bank at an oblique

angle, have confirmed that equations (la) and (Ib) are acceptable first order

approximations. (However, deviations from these simple relations are observed,

and a more refined theory should account for them).

4

t

3. CURRENT - BRAGG WAVE INTERACTION

Since the variation of the surface current due to interaction with bathymetry has
I

space and tlme scales that, In general, are small compared with the space and

time scales of the Bragg waves, the current -Bragg wave interaction can be ,_

described by a WKB (Wentzel - Kramers - grillouln)-type interaction theory. In {

this theory the trat_sport equation, which describes the variation of the spectral
t

energy density of shor_ waves in a slowly varylng current field, Is the action [

balance or radiation balance eqaatlon (Nassel_ann et al., 1973; Keller and

Wright, 1975; Alpers and Hasselmann, 1978; Wright, 1978). This equation reads t
L

k. where
._-'

- I N (_x,k,t)= E (x,k,t) / 6j' (3) I

t
is the action spectrum, g(x,k,t) the wave spectrum, _tthe intrinsic frequency of i

the wave in a reference system which is locally at rest, x the space variable, k

the wavenumber and S(x,.k,t) a source function. The waves propagate along !

trajectories in 4-dlaensional phase space which are given by the ray equations !406

. -
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' "_cO k = _ "_0 OF POOR QUALIT_ (4)
_" X

i_, whe re

4

_0(_,k,t)= _J(k) + k • u (x,t) (51

denotes the wave frequency in the moving medium with variable velocity _(_,t).

j-: We assume that the variable surface current only leads to small deviations of the

action density from equilibrium. Therefore, we write the action density N and the

surface current U as sums of a constant equilibrium term and a time dependent

perturbation term

J

<. N ,_,h,t) NO (k) + N (x,k,t) (6)

U (×.t) =_0 + U (x,t) (7)

:_ Furthermore, we approximate the source term S by a diagonal operator

_;_ S (x,k,t)__=/ N (x,k,t)__ (8).t

";. where /_ is a parameter wlth dimension (tlme) .2_£s called relaxation rate

and "| the relaxatIon tlme. Physically, _Is a system constant describing

the response of the wave system to small deviations from equIllbrlum caused by

surface current variations. It is determined by the combined effect of wind

excitation, energy transfer to other waves due to conservative resonant wave -
-I
-._ wave Interaction, and energy loss due to dissipative processes llke wave

breeking. No measurements of the relaxation time In the open ocean exist. ,

_' However, from theory we expect that_,_is of the order of 10 to 100 wave periods.
- Applied to $EASAT-SAR Brag_ waves, which have a wavelength of 34 cm and a wave

q_ period of 0.47 s, this means that_should lie in the range between 4.7 and 47

seconds. In this paper we conslder_4(or/k ) as a free parameter. Inserting eqns.(6), (7) and (8) into eqn. (2) and only keeping first order terms yields

407 .....
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; The t_ae scales o_ the three terms on the left hand side are given by the local

timeT , the acvection time _ and the relaxation time %. The local time is of2.

_" the order of the period of the seml-dlurnal tide divided by 2_', which is
-i
t 12.5/21T h_2h, and the advection time is given by

: 'E_ = I(cg + Uo). __EJ-1 ORIGINALPAGE'19 (10)OF POOR QUALITY

where K ts the wavenumber of the bottom topography.

For tidal flow over large-scale underwater bottom topography, such as sand banks,

both, the local time T and the advection tlme £_, are usually much large than the

relaxation tlme_ . Therefore the first two terms on the left hand side of eqn.

(9) can be neRlected in comparison with the third term.

This approximation is applicable for discrlbing short surface wave modulation by

tidal flow over bathymetry, but it is completely different from the approximation

applicable for discribing short wave modulation by long surface waves. In this

: case, the local time [s given by , where_ is the radian frequency of the

: flslong surface wave.n" typically of the order of 1 or 2 seconds, which is small

compared to the relaxation time _ . Therefore, the first term in eqn. (9) is

dominant in this case.

We now insert eqn. (_) and the dispersion relation for short surface waves into

eqn. (9) and consider only those waves which travel towards or away from the

antenna look direction (Bragg waves). If we define the projection of the antenna

axis onto the horizontal plane as x-directlon, then in case of tidal flow over

large-scale bottom topography, we obtain the result ._,

ux (x) i
E e

; and in case of tong surface waves
i

, I

Here Y" denotes the ratio between the group and phase velocity of the sho_t waves.

JJ For gravity waves we obtaCn _- O._and for capillary waves 4_'" 1.5. In deriving i

eqns. (ii) and (12) we have assumed that the spectral energy of the short waves

. !

_ 408 ......
(
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_-_ Note, that according to Bragg scattering theory,

_ _o Eo (13)

-",_ where--" denotes the relative cross section modulation.

Comparison of eqns. (ii) and (12) shows that In the first case the modulation is
-I

proportional to/A =_and in the second case proportional to_'_ "I= (2F) "l T%4,J

where T Wis the period of the long surface wave. We will show below that for the

SEASAT-SAR Bragg waves_ is of the order of 30 to 40 seconds• This means that for

• the same current gradlen_, the modulation by tidal flow over bathymetry is a

factor 15-40 larger. On the other hand, the surface current gradient generated
°

-'- by tidal flow over bathymetry is usually much smaller than the surface current

-•._ gr_dient generated by the orbital _tlon of long surface waw (typically one

__ order of magnitude smaller). Therefore we obtain the net result, that the cross

_, section modulation ("modulation depth") associated with tidal flow over sand

: banks is of the same order of magnitude, or even larger than the modulation
E

associated with long surface waves.

Physically, this result is a consequence of the fact that in the case of tidal

flow over bathymetry the weak Interaction can act sufficiently long on the short

wave system. The limit ts given by the relaxation time. In case of short wave

modulat[o_ by long surface waves_ the short waves have not sufficient time to

build up a strong modulation because their dwell-tlme In flow regions with _-

pos[ttve or negative velocity gradients Is determined by the period of the long
>

surface waves.

If the partial time derivative and advectton terms in eqn. (9) are neglected,
then eqn. (9) states, that the relaxation of the action density perturbation is

balanced by "straining" exerted on the wave system by the spatially varying

h current U. The right hand side of eqn. (9) represents a refraction term. It

orlglnates from the fact that the spatially variable current U refracts the short

"_ waves, i.e., changes their wavenumber. A wavenumber change causes a local

m_ perturbation of the equilibrium action (or energy) density spectrum of the short
m&

_6 40_
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waves, because the short wave spectrum varies as a function of wavenumber. Thus,

the steeper N is, as a function of wavenumber, the larger is the modulation.o

Note also that the modulation is proportional to the current gradient.

In those cases where the advect[on time __ is not small compared to the

relaxation time_ , the second term on the left hand side of eqn. (9) has to be

retained. The inclusion of this term results in the _tio_ of a low-pass filter

to the imaging process. This is discussed Ln detail in Alpers and Hennings (1984).

4. RELATIONSHIP BETWEEN BATHYMETRY AND CROSS SECTION MODULATION

By combining the results of sections 2 and 3 we can derive an expression relating

_ tile cross section modulatiou to the large scale bottom topography and the tidal

: current field. Inserting eqns. (la),(ib) and (Ii) into eqn. (Ii) yields

- (14)

eO _ d2

Here ¢ denotes the angle between the flight and the sand bank d[rection,_tbe

4

angle between the x,-and the (undisturbed) flow direction graded the gradient of

the depth profile in direct[on perpendicular to the bank crest, dO the water

depth outside the bank area, and I_Ol the modulus of the undisturbed current

velocity.

Inspection of eqn. (14) shows that radar signatures of sand banks always have

double sign, which means that the radar image is composed of image elements

having both enhanced and reduced grey levels relative to the local mean. The sign

of the modulation is such that increased radar reflectLvity occurs alwa/s on the
• I

dow.stream side, and reduced radar reflecting on the upstream side of the sand
£'

bank.

Furthermore, eqn. (I_) sho_s that the modulation depth increases with tidal

-- i velocity and decreases with water depth. The modulation pattern is not correlated

with the depth proflle d, but wlth d $radAd.

In particular, eqn. (14) predlcts that the cross section modulation vanishes when

- the tidal velocity is zero/IUn{- O)

410 ORIGINALPAGE 19 !....
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- tile bank crest is aligned parallel to tile current direction (_ = 90 °)

- the band crest is aligned parallel to the radar look direction (_=90 °)

(However, we do not expect that the last stateme,lt fully holds, because it Is a

consequence of the fact that our hydrodynamic interaction model does not Include

the interaction between short surface waves travell[ng in different directions)

According to eqn. (14) the modulation depth depends on the relaxation

time &r=_ . We expect that, to first order,_is independent of wInd direction.

However, it is likely that'_ decreases witll wind speed.

In order to obtain an estimate of the relaxation time we analyzed digitally

processed SEASAT-SAR imagery and made several image [ntensity scans across sand

banks in the Southern Bight of the North Sea (qorth eastern approach to the

English Channel) and compared them with bathymetry. One scan was made across

South Falls along the line shown in Fig.l. The arrow indicates the direction of

the tidal flow at the time of the overflight. The tidal current velocity was

0.60 _/s and the wind was blowing from 135°N at 4 m/s. This image was processed
I

on the MDA (McDonald Dettweiler and Associates) digital SEASAT processor by the
I

Deutsche Forschungs- und Versuchsanstalt f;ir tuft- und Raumfahrt at I

Oberpfaffenhofen, FRG. The resolution is 25m * 25m (4 looks).

i

Our analysis shows that we can explain the measured modulation depth if we assume
t

a relaxation time of the order of 30-40 seconds for the SEASA_-SAR Bragg i

waves (for a wind speed of 4 m/s). This value correspotds to 60-80 wave periods _"

f

of 34 cm waves.

t
• i

L
_. CONCLUSIONS !

J
m

We have confronted the predictlons of our imaging theory with existing 1

experimental data. It seems that the predictions are largely confirmed. _owever, _ |,
f

it should be stressed that we consider this theory only to be a flrst-order I

!
theory, ; l

i
!

Flnolly s we want to suggest the use of radar Imagery of bathymetry in tidal / I

channels as a practical means for measurlng the relaxation t_me of short murface

i

411 .,.... 1
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waves in the open ocean.
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MODELING OF SAR SIGNATURES OF SHALLOW WATER OCEAN TOPOGRAPHY

R.A. Shuchman, A. Kozma, E.S. Kaslschke, and D.R. Lyzenga
Radar Division

Environmental Research Institute of Michigan
P.O. Box 8618

Ann Arbor, Michigan 48130

ABSTRACT

A hydrodynamic/electromagneticmodel has been developed for the purpose of
explaining and quantifying the relationship between the Seasat synthetic aperture
radar (SAR) observed signatures and the bottom topography of the ocean in the
English Channel region of the North Sea. The model uses environmental data Lwind,
current and water depth changes), and radar system parameters (frequency, polari-
zation, incidence angle and resolution cell size) as inputs and predicts SAR-
observed backscatter changes over topographic changes in the ocean floor. The
model results compare quite favorably with the actual Seasat SAR-observed back-
scatter values. The comparisons between the model and the actual data are all
within ).5 dB. The developed model is valid for only relatively shallow water
areas (i.e., less than 50 nw_tersin depth) and suggests that for bottom features
to be vis;ble on SAR imagery, a moderate to high velocity current (0.40 m/s or
greater) and a moderate wind (between I and 7.5 m/scc) must be present.

I. INTRODUCTION

The Seasat synthetic aperture radar (SAR) launched in )978 by NASA, collected
ocean imagery during approximately 200 of the 1500 orbits it was in operation.
Although this SAR system operated at L-band (23.5 cm), a wavelength which does
not penetrate an appreciable distance into the water, the data from Seasat re-
vealed many patterns that are apparently related to subsurface or bottom features.
An extensive study reported by Kasischke, et al. (1983 and 1983a) examined a]l
passes of Seasat SAR imagery collected over non-frozen ocean regions for evidence
of bottom-related surface signatures. In this study, the positions of the un-
identified patterns which were suspected to be bottom-induced were determined by
identifying known land areas or through the use of satellite ephemeris records.
Hydrographic charts from these areas were examined to determine whether or not the
patterns occurred over a distinct bottom feature.

Of the some 200 orbits of Seasat-SAR imagery examined, approximately 80 per-
cent were found to contain patterns on the imagery which could be correlated to a
distinct bottom feature. Kasischke, et at. (1983) reports on 35 test cases which
were rigorously examined and the surface patterns on the imagery compared with
hydrographic charts and ancillary data (envirormentalconditions coincident with
the satellite overpass). These test cases are presented in Table I.

;_ The probable cause for observation of many of these features is that they in-
duce local changes in the ocean surface currents which in turn cause changes in

-= the small scale wave structure on the ocean surface. The observed SAR bdckscatter
is a function of this small scale, or Bragg roughness (Wright, 1966 and Vesecky
and Stewart, 1982). Many of the subsurface features observed by Seasat have been
explained through the use of hydrodynamic/electromagnetic numerical modeling
efforts.

=
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" TABLE l
SUMMARYOF SEASATSAR IMAGERYEXAMINED FROM BATHYMETRICFEATURES

_7,. (modifiedfrom Kasischke,et al., 1983)
c.

Study Site Seasat Time Bottom .
'_ ILocation) Revolution Date _ FeatureIs1

LittleBahama Bank --

Grand Bahama Island 407 25 July 1978 12:46 EB
651 II August 1978 12:26 EB

Great Bahama Bank -- Bimini 407 25 Jul) 1978 12:46 EB
651 II August 1978 12:26 EB

Great Bahama Bank -- 407 25 July 1978 12:46 EB
South:rnEdge 651 II August 1978 12:26 EB

Tongueof the Ocean 450 28 July 1978 06:23 EB SWS
529 02 August 1978 18:37 EB SWS
694 14 August 1978 07:37 EB SWS
I024 06 September 1978 09:18 EB SWS
lllO 12 September1978 09:43 EB SWS
I153 15 September 1978 09:56 EB SWS
I196 18 September 1978 I0:09 EB. SWS
1239 21 September 1978 I0:21 EB SWS
1282 24 September1978 10:34 EB. SWS

-" 1325 27 September 1978 I0:47 EB SWS
1368 30 September1978 ll:O0 EB, SWS

: 1411 03 October 1978 ll:12 EB, SWS
Haiti -- RocheloisBank 4)2 31 July 1978 II:28 SI
Bermuda 1267 23 September1978 14:20 SI
NantucketShoals 880 27 August 1978 12:25 SWS )

; Cook Inlet,Alaska 289 17 July 1978 If:50 SWS, MB i
North Rona Rock 762 19 August 1978 06:41 SI
Sula Sgier 762 19 August 1978 06:41 SI

EnglishChannel 762 19 August 1978 06:41 SWS, MB
957 Ol September 1978 21:40 SWS

1430 04 October 1978 20:42 SWS
1473 08 October 1978 00:15 SWS

NortheastAtlantic 547 04 August 1978 06:15 DWB, DWR, DWS, DWSM :
556 04 August 1978 21:35 DWB, DWR, DWS, DWSM
599 07 August 1978 21:43 DWB, DWR, DWS, DWSM
633 I0 August 1978 06:29 DWB, DWR, DWS
642 I0 August 1978 21:50 DWR, DWS, DWSM
719 16 August 1978 06:43 DWB, DWR, DWS F

I

757 18 August 1978 22:40 DWB, DWR, DWS t

762 19 August 1978 06:41 DWB, DWR, OWS .:_
791 21 August 1978 07:24 DWB, DWR, DWS, OWSM

834 24 August 1978 07:30 DWB, DWR, DWS {
958 Ol September1978 23:54 DWB, DWR i
1006 05 September1978 08:15 DWB, DWR, DWS '

• 1044 08 Septe_er 1978 00:18 DWB, DWR i
_,, 1049 08 September1978 08:27 OWB, I)WR,DWS '

1087 II September1978 00:30 DWB, DWR

1
*Bottom Feature Key: {

DWB Deep Water Bank )
" D_ Deep Water Ridge I

OWS Deep Water Shelf !DWSM Deep Water Seamount i
.-_ EB Edge of Bank in the Carrtbean

MB Mud Bank
"_ SL Shoal area surrounding an island

T

SWS Shallow Water Sand Bank 1
'_ 416

!
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One of the most dramatic and least expected results obtained from Seasat was
the observation of very distinct patterns related to transverse sand waves and
longitudinal sand bars. These features are summarized by the SWS symbol on
Table I. These SAR-observed features correspond very well to the local bottom
bathymetric features and have been noted on SAR data of ocean regions of up to 50
meters in dopth. Examination of environmental data (winos, gravity waves, air/sea
temperature, density stratification and currents) indicates the SAR observed fea-
tures are only present when a tidal current (0.4 m/s or greater) is flowing over
tne bottom and a minimum wind (~I m/s) with a favorable direction is present.
This minimum wind is necessary to generate ocean Bragg waves which reflect the
radar's incident electromagneticwaves. It is hypothesized that the refraction,
straining, and in some cases, blocking of these Bragg waves by the currents is
responsible for the observed bottom features.

One of the most vivid of these shallow water sand banks (SWS) expressions ex-
amined in the Seasat study are those associated with shoal regions of the Southern
Bight of the North Sea (English Channel). This region is characterized by shallow
(less than 50 meter water depth), subaqueous banks and sand waves, and it is this
test site that was utilized in this study.

This paper first presents a theory for SAR detection of ocean surface pat-
terns. This SAR imaging mechanism is then utilized along with a hydrodynamic
theory to describe the observation of subsurface features on the Seasat SAR
English Channel data set. The hydrodynamic/electromagnetictheory is then com-
bined into a numerical model whose results are compared to the actual Seasat SAR
data.

2. SAR IMAGING MECHANISMS

The patterns observed on SAR images of the ocean surface are the result of a
complex set of imaging mechanisms including real modulations and effects due to
the motion of the surface. In addition, the detectability of any given surface
pattern is influenced by the variability of the background signal, which is due
to speckle as well as random surface fluctuations.

Real modulations consist of variations in the small-scale and large scale i

roughness, where the length scale depends on the radar wavelength. Small-scale _
roughness influences the radar return through the Bragg scattering mechanism, and
possibly also through "wedge scattering" from cusped waves (Lyzenga, et at.,
1983). There is a general concensus within the radio-oceanographycommunity that
a Bragg-Rice scattering theory can explain to a large degree the SAR-observed
backscatter values obtained from the ocean surface at intermediate incidence

angles (20-60"). That is, the transmitted radar energy with wave numer ko
interacts in a resonant or interferencefashion wlth ocean surface waves with

wave number kw such that

kw - 2ko stn e, (1)

,here kw . 2,1L andko . 2wlx, L andx are the wavelengthsof the surface waves
and the radar respectively, ande is the incidence an91e. Lar_e-scale roughness
perturbations causea changetn the Braggscattering due to _ mocal tilting of the_
surface as well as changesin the amountof specular reflection. For the case of
internal waves and bottom topographic features, the real mr_ulatlons are result
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of interactions between wind-generated surface waves and the surface currents in-
"_ duced by the subsurface phenomena of interest. This real modulation represents

what a "real aperture" imaging radar or scatterometer would observe.

Motion effects are a}so a primary contributor to SAR images of the ocean sur-
face. Recall SAR, to achieve its high resoluLiu., observes the ocean for a perlod
of time (the integrationtime) to generate the synthetic antenna. A moving ocean
surface results in a perturbation of the phase of the scatterers during this time
interval and this results in an altered image (jain, I978; Alpers and Rufenach,

!, 1979; and Shuchman, et al., 1981). Ordered motions of the sea surface, such as
orbital velocities and accelerations due to gravity and internal waves, can cau_
velocity bunching (i.e., periodic regions of increased and decreased image inten-
sity) in the images (AIpers, et al., 1981) Scatterer accelerations deurad_ the
resolution of the images in a predictable way (Lyzenga and Shuchman, 1933_. A
second category of motions which are random in nature also contrlbute to the SAR
signatures of the ocean. Random motions cause azimuth smearing or ]Lreaking of
the images. Rand_n motions on a scale smaller than the SAR resolution may _e
described in terms of the coherence time or 11fetime of the ocean scatterers.

The third factor which contributes to the detectability of SAR-observed signa-
tures is the background signal variability. Thls variability is due to both spec-
kle and large-scale surface variatlons which are unrelated to the phenomenon of
interest. Speckle is a result of the coherent nature of the SAR system (Harger,
1970). Scatterers which are randomly distributed within each pixel interfere
either constructivelyor destructively to create the "salt and pepper" images
characteristicof a SAR. The speckle size is a function of the spatial resolu.-
tion. The spec<le Intensity can be reduced by utilizing multi-look processing (or
noncoherent addition) techniques during processing of the SAR signals.

Random surface variations also contribute to the background variabillty in SAR
ocean surface images. These large-scalevariations can be a result of a number
of oceanographic phenomena including gravity waves, either well organized or ran-
dom in nature, variable wind creating patchiness on the ocean surface, rain
squalls, and mesoscale features such as ocean fronts (Shuchman, 1982).

3. DATA DESCRIPTION

Four Seasat revolutions prnvide SAR coverage of the Southern Bight region of
the North Sea and English Channel. The SAR swaths (100 km wide) are indicated as
rectangles on Figure I. The SAR passes used in the study are Revolutions 762,

-- 95/, 1430, and 1473. As indicated on Table 2 (a summary of SAR data collected
over the test site), the satellite overpasses span the time from August 19 tn
October 8, 1978, representing late summer conditions in the Channel. Note Irom

• Table 2 and Figure i that Revolutions 957, 1430, and 1473 have generally the same
orientation (i.e., radar look direction with respect to the Channel), while Revo-

_" lution 762 reoresents the nearly orthogonal look direction. The English Channel
test site is characterized by a series of longitudinal and transverse sand waves
wh,ch are situated in water depth varying from approximately 50 to 3 meters

" (Kenyon, et al._ 1979). Table 3 summarizes the environmental conditions present
in the English Channel at the time of the four Seasat passes.

-_ Figure 2 is a detailed comparison of the radar image and the bathymetric chart
: of the bottom in the test area for Revolution 162 From Figure 2, it can be notedj
!
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FIGURE I. GROUND COVERAGE OF SEASAT REVOLUTIONS USED FOR
ENGLISH CHANNEL ANALYSIS

TABLE 2
SAR SYSTEM AND SATELLITE PARAMETERS FOR STUDY SITES

Time
Over

Tirget Satellite SAELoOk Incident

Channel Melding Direction Angle (Degrees)Itevolutt_ I_t.__.ee _ _ _ _ _*e-Fmr

762 8-19-78 ZS.02 06:30 333" 63" _'-25._" !

g._7 9-1-78 172.05 21:40 223" 313" 1g._'-24.9"

1430 10-4...78 172.76 00:4,0 Z23" 31J* ICJ.6"-24.9"

1473 10.3-78 172._6 00:I_ _3" 313" 1g.6"-_74.g"

{
i
i

F

TABLE 3
ENVIRONMENT DATA RECORDED AT THE TIME OF SATELLITF OVERPASS

&
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: FIGURE2. COMPARISONOF SAR IMAGEAND CHARTGF THE SEA BED :
EAST OF DOVERSTRAIT_ I

!
t
{.

that the sand waves are visible with stronger radar returns resulting on the down :._
!

current side of their crest lines. The transverse sand waves are predominantly i
on the gentier slope of the asjnnmetricallongitudinalsand waves (or banks) and
their crest lines bend around to trend increasingly more parallel to the longi- J

-c. tudinal sand wave axis. Kenyon (1981) reports at the time of this image collec- I
- tion a current of I-2 mls was flowing 20" obliquely to the longitudinal sand waves
J and parallel to the orthogonal of the transverse waves, It is further noted that ' '.

- analysis of sidescan sonar records from near South F_.llshas revealed additional i" transversesand waves which are not seen on the image _Kenyon, 1981 and Caston
i 1979).

i.' 4. MODELING OF BOTTOM DEPTH-RELATED PATTERNS ON SAR IMAGERY
_-_

_i In order to better quantify the relationship between SAR-observed sand ridges
and environmental (wind, water depth, current speed, water temperature, etc.) and
the SAR system (frequency,polarization, resolution, incident angle, leok direc-
tion, etc.) parameters necessary to image these features, a hydrodynamic/

" electromagr_eticmodeling effort was undertaken. Ji

,, I
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A flow chart for the hydrodynamic/ electromagnetic model is presented in
Figure 3. The model utilizes botn environmental and SAR system parameters as
inputs. The environmental inputs include: wind speed (m/s) and direction
(degrees); initial current velocity (m/s) and direction (degrees); and water depth
(m) on a grid basi_. The SAR system parameters include: wavelength (cm); polar-
izatio_ (either vertical or horizontal); incidence angle (degrees), radar look
angle (degrees), and resolution (m). The model first calculates the Bragg ocean
wavelength using a two-scale scattering model where the long waves or slopes are
neglected. A current profile is then computed as a function of the irregular
topography (changing depth).

I " Envtrormenta]

I and RadarS_stm Inputs

t

CalculatesBragg I

Ocean Wave

ORIGINAL PAGE iB

OF POOR QUALITY C.r_nt Profile as aS IFunction of Changing
I

Deith

I Advectlon of Bragg Wave I
By Current (Kinmatlc
Conservation Equation)

1 1 "Ca cu ate Change In Navel
Height (wave Energy

Equation) !

I

C_ute Radar I

Cross Section
F
!
i

tAdd System NO se and | i
_nerate 2-0 Simulated i {

Image ]

FIGURE 3. FLOW CHART FOR HYDRODYNAMIC/ELECTROMAGNETIC
MODEL !

The i_teraction of a tidal current with the bottom is presently described in I
terms ot a simple quasi-one-dimensionalmodel. The model considers a linear ridge i
of effectively "infinite" length with a parabolic cross section. This is equiva- i
lent to assuming that the component of the current parallel to the ridge is con-
stant, i.e., that none of the water is allowed to flow around the shallow feature. I
Thus, only the perpendicular component varies, and this component can be calcu- I
;ated simply by conservation of mass. Assuming that the vertical current profile

is constant, the surface velocity is then given by I
I

Zo i
Vx(X)= Vx(Xo)"Z'- (z) i

I

Vy(X) = Vy(Xo) (3) t

421 '.
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where Vx(Xo) and Vy(Xo) are the perpendicu]ar and para]lel components of the cur-
rent outside of th_ ridge respectively, Zo is the depth at the location (Xo), an_
Z is the depth at the ]ocation (X) under consideration.

"%

The interaction of surface gravity waves with a variable current has been
described by Hughes (]978) and Phillips (]977, 1981), among others. This interac-

• tion is described by two equations, the kinematic (or wave) conservation equation,
and the wave action (or energy) equation. The former equation may be writte_ as

+V(u + k • V) = 0 (4)

where k is the wave number, = =1/_ is the radian frequency of the wave, and V is
the current ve]ocity. In the steady-state case, the first term (i.e., the time
derivative) may be ignored. For the one-dimensional case considered in the simple
current interaction model, the solution of this equation may be written as

= + kxVx= =o + kxoVxo (5)

.. ky = kyo (6)

where kx and kv are the wave number components perpendicular and parallel to the
" ridge, respectively, and kxo, kyo are their values in the constant-current region
_ away from tha ridge. These equations express the changes in the wavelength and ,

direction of a wave entering a variable current, i

The changes in wave amplitude are described by the wave action equation, which
may be written as

a_ . . • v_: B_ - (7) !

ak/
=

where @ = @I= is the action spectrum, (@(k) is the wave height spectrum), B is a
wave growth parameter related to the wind speed and direction (Hughes, 1978_, and
_.is the equilibrium spectrum for the given wind conditions. The solution of
this equation for the steady-state one-dimensionalproblem under consideration may
be written in terms of the wave height spectrum as ,

I

I i I

_u _-1

• i_-- + 1 1 x

_ @o-_o-)-- _ e (8) 1
I

_ _ where the wave number k is related to the initial wave number ko (at a location I
_w"' away from the ridge), i

i

As an example, consider the case of a wave field being carried by a current !
over a ridge in the bottom. As the wave propagates into a region of increasing
current (i.e., as it approaches the ridge), it is elongated and the amplitude is
decreased. If there is a wind in the same direction (_ > 0), the amplitude i

i

4 2 2 ORIGINAL PAGE IS t

W ...... }_/. _. ,

1984019194-422



gradually builds back up toward its equilibrium value. After the wave passes the
shallowest point, the current then decreases and the waves become shorter and of
higher amplitude. Under zero-wind conditions, the amplitude would return to the
original value resulting in only a dark band over the ridge. For a wind in the
same direction as the current, the wave amplitude would increase beyond the ini-

, e _r and greater wave height or surfacetial value resulting in regions of both I _-"
roughness than the "background" value.

The wave height spectra obtained from this model were used to compute changes
in the radar cross section of the surface, usinq e _omposite scattering model.
Noise is then added to the modeled output to simulate speckle in the Seasat data
and a two-Jimensional imagc is _cn_rated.

Quantitative results from this model were compGY_Gwith a series of relative
radar backscatter measurements made from digital and optical data from the four
Seasat SAR English Channel revolutions. The backscatter measurements were made
at the output plane of the ERIM optical SAR processor using an optical probe;
thus, the effects of recording the radar data on film could be neglected.

In addition to the optical measurement, the digital data for Revolution 762
was also analyzed. The digital data was averaged to obtain backscatter values
representing the same area as the optical probe.

Three locations within the English Channel were selected for detailed study
(i.e., the generation of modeled results). The English Channel test sites in-
cluded South Falls and Sandettie Sand Banks (see Figure 2 for location) and a
series of transverse sand waves resting in approximately 32 meters of water, the
wave crests of which are aligned perpendicularly to Sandettie Bank. The trans-
verse sand waves have a wavelengLh of approximately 400 meters and amplitude of _ <
6.5 meters with the crests of the sand waves approximately 25 m below the water
surface.

Figure 4 shows the optically generated 25 km quarter swath images for the four
revolutions of the English Channel and also indicates the location of an optical
scan made over the vicinity of South Falls (IA). Note the optical images confirm
that the sand features are very visible on Revolution 762 imagery, moderately
visible on Revolution 1473 imagery, and not visible (or very faintly visible) on
imagery from Revolutions 1430 and 957. Also shown on the figure are the locations
of optical scans (2A) made over the Sandettie Bank. The locatio_ _ the trans- _
verse sand wave measurement is indicated _s the letter 3A. Recal ,e SAR system
and environment parameters for these four revolutions are summarlzL in Tables 2
and 3, respectively.

A model-generated reflectivity map of South Falls Revolution 762 is presented
in Figure 5. In this figure, the computer-generatedgray map represents an area
of 2.5 x 2.5 km where each value (pixel) represents 20 x 20 m. As presented on
the legend of the figure, each symbol on the gray map represents a 0.5 dB level.
Figure 6 represents the idealized cross section of South Falls at the time of
satellite overpass which was modeled. The reflectivity map presented in Figure 5
demonstrates the capability of the mode] to provide a two-dimensional output
(i.e., a simulated SAR image).

Table 4 summarizes the modeled versus actual SAR backscatter values. For the

modeled ahd actual SAR backscatter values, the change in the ao value across the
bottom feature is given. Both the optically- and digitally-extractedbackscatter
values are presented in Table 4. These optical and digital values differed by
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less than 0.5 dB. Note that the table gives relative backscatter values, and thus
the problem of absolute calibration is avoided. Examination of the South Falls
case reveals a model prediction of backscatter variations of 0.3 and 0.7 dB for

Revolutions 957 and 1430, respectively. The Seasat images for these revolutions
showed very faint or invisible features near South Falls, and the optical measure-
ments yielded no measurable change in radar cross section over the ridge.

For Revolution 1473, the model predicted a backscatter variation of l.i dB
over South Falls and the empirical measurements showed a variation of about 2.5
dB across the ridge. The image for this revolution shows a clearly identifiable
feature corresponding to South Falls, although the feature is less distinct than
in Revolution 762. The fact that the measured decrease in the radar return is

larger in magnitude than the model result, while the measured increase is about
the same, appears to indicate that the actual wind regeneration effect was smaller
than that incorporated in the model. It should be noted that there is a fa:rly
wide disparity in measurements of the wind growth rate, and this parameter is not
completely understood at the present time (Hughes, 1978).

To further validate the model, the digital SAR data from Revolution 762 was
compared in detail with the model results. Figure 7 represents a one-dimensional
slice of model results compared with the actual SAR digital backscatter values of
the same area. On the figures, the solid linos indicate the radar cross section

_. calculated from the model, while the dotted line is the relative radar cross sec-
tion obtained from the digitally processed Seasat SAR data. Presented on the

t figure are comparisons between model and actual values for the South Fall Bank and
transverse waves corresponding to Revolution 762 environmental conditions. The
comparison between model and actual data is quite good for both South Falls and
the transverse waves case. The model and actual SAR backscatter are within l.O

dB of each other everywhere on the two graphs. The sharp peak in the transverse
sand wave case is predicted by the model, and is a result of wind direction with
respect to the ridge and the current.

--- actualSAR val_,_-
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._ ORIGINAL PAGE 19
OF POOR QUALITY

L_J"-.

, _ ,"_ FIGURE 7. MODEL VS. ACUAL BACKSCATTER

_ ,_ CROSS SECTION FOR REVOLU-
" '" TION 762 SOUTH FALLSAND

_'_ _!'--'V" 1 "_"",, ,, TRANSVERSE SAND WAVES CASE'.NS,E.E /
- WAVES _ ' _', ', l

wJ

426

®

1984019194-426



The hydrodynamic model predicted no change in radar cross section over the
Sandettie Sand Bank for the Revolution 762 case, where the bank is aligned in the
cross-track direction. The fact that this feature was observed, with approxi-

_ mately a 5 dB change in backscatter, appears to indicate an additional mechanism
not incorpoFated in the model. This additional mechanism will be discussed in the
next section. Modeled results over the Sandettie test site for Revolutions 917

and 1473 were in better agreement with actual SAR values (to within l.O dB).

In summary, it appears that when the calculated variation in the radar cross
section is greater than l dB, the feature is visible in the Seasat SAR image.
When the calculated variation is less than I dB, the feature is very faint or not
visible in the image.

5. DISCUSSION OF MODEL RESULTS

The hydrodynamic/electrmmagneticmodel was run for three locations within the
English Channel test site. Table 4 summarized the comparison between the modeled
and actual backscatter values. As presented earlier, the modeled results compare
quite favorably (within 1.5 dB) to the actual Seasat SAR values.

The notable exception to the favorable comparison was the Sandettie Sand Bank
test site for Revolution 762. Recall from Figures l and 2 that Sandettie Bank,
as imaged during Orbit 762, is aligned along the radar line of sight.

The alignm_at of Sandettie Bank on Revolution 762 is such that the bank's long
: axis is within a few degrees of the across-track direction of the SAR coordinate

system. Using the simplified current model described earlier (Eqs. 2 and 3), the

current component (Vy) in the across-track direction is constant for this case.
Therefore, the Bragg waves are not influenced by this current, as indicated by
Eq. (6), and the model does not predict any change in radar cross section across

] Sandettie Bank. This is in apparent contradiction to the SAR image, which shows
a distinct variation in this region.

• The apparent failure of the model for this feature may be due to several rea-

l sons, including the following: (I) the simple current model may not be adequate

for this case, and there may actually be changes in Vy along the ridge, (2) the
fact that the ridge is not smooth, i.e., there are numerous transverse sand waves
along the ridge which are actually responsible for the observed image variations,
and (3) the radar return is influenced by changes in other surface waves.

| The latter possibility is suggested by the fact that there are likely to be

! large perturbations of waves traveling in a direction other than the across-track
direction. The response of the radar to those waves could be due to non-Bragg
scattering mechanisms or to non-linear wave-wave interactions which influence the

| Bragg waves. One possible reason for these non-linear interactionscould be the
existence of large wave amplitudes occurring due to wave blocking.

Each individual component of the small-scale ocean surface wave structure will

be blocked when it encounters an adverse current velocity of magnitude level equal
to one-half its phase speed (or equal to the group speed for this wave component).
As an example, the Bragg waves for an L-band radar system with Seasat radar geom-
etry will be blocked by a change in the adverse flow rate of 0.36 mls from the

_" ambient level. For conOitions of Sandettie Bank, a change in local water depth of
- l.g m along the crest of the ridge is sufficient to induce blocking of the Bragg
I

wave. This range of depth change is certainly within the realm of possibility
for this region of the English Channel. Should the depth undulate along the crest
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i984019194-427



of the ridge, periodic blocked wave structures should exist in the received radar
backscatter signal.

o

6. SUMMARY AND RECOMMENDATIONS

A hydrodynamic and electromagneticmodeling effort has been undertaken for the
purpose of explaining and quantifying Seasat synthetic aperture radar (SAR) back-

'_ scatter signatures that relate to the bottom topography of the oceans. Large
quantities of Seasat SAR imagery nave been reviewed revealing the existence of

" surface expressions of sub-surface features on ma,lypasses of imagery. The most
vivid of these cases are those surface expressions associated with shoal regions
(50 meters and less water depth) east of Nantucket Island and the Southern Bight

• of the North Sea (English Channel). The English Channel, characterized by shal-
low, sub-aqueous banks and sand waves, was studied as part of this medeling
effort.

The hydrodynamic model developed and utilized within this study embodies the
interaction of a tidal current with the bottom features and the interaction of the

surface Bragg waves with the current variations. The hydrodynamic model utilizes
as inputs environmental data (wind, waves, currents, depth, tides and density

- stratification)coincident with the SAR data collection dnd predicts as output the

change in the small scale roughness (i.e., Bragg wave amplitude) of the ocean
surface.

A SAR refl_ctivity model for the ocean was also developed as part of this
" study. A specialized form of the developed SAR electromagnetic model utilized the

small scale roughness as produced by the hydrodynamic model along with the Seasat
; SAR system parameters (frequency, polarization, incident angle and resolution) to

generate SAR reflectivity gray maps of images showing varying degrees of bottom
features. This specialized SAR model neglected scatterer motion effects and large
slope change. It should be. ted that neglecting these two factors did ,ot dimin-
ish the prediction capability of the model, except possibly in one case in which
the bottom feature (ridge) was aligned in the across-track direction.

Four Seasat passes showing various degrees of bottom feature visibility were
selected for use in the mrdel verification. The surface expressions were first i
correlated with depth changes. The modeled results predicted SAR features associ-

ated wicn bottom topography which agreed, at least to a first order, with actual
SAR observations. The predictions agreed qualitatively with the observations in
the sense that bright and dark bands are observed in the SAR images in the loca- :
tions predicted by the model. The predictions also agree quantitatively with mea- _i

surements of the radar cross section to within 1.5 dB, except in the case of a i

bottom feature (ridge) aligned in the across-track direction. Based on these I
cases, features appear to be visible in the Seasat SAR imagery if the backscatter
variations predicted by the model are larger than l dB. !

j Based upon the results of this investigation,the following conclusions can I

/I be made regarding the environmen+al conditions required for visi)ility of bottom I
topographic features in SAR imagery. These conditions may be stated as follows: I

I. A tidal current of at least 0.40 m/sec (0.80 Kts) must be present. )
.:! l
LI 2. A wind of at least I m/s (Z Kts), but not greater than 7.5 m/s (15 Kts) !
" must be present, with at least some componentin the radar range I

direction. I{
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These conclusions have been reached on the basis of the model as presently devel-
uped and as applied to relatively distinctive shallow bottom features in the
English Channel. The actual limits on the current and wind may be different for
other geographical locations, and could be further refined by more extensive model
development and verification.

The problems associated with further development and testing of this model
include obtaining adequate sea truth collected concurrently with SAR data. Spe-
cifically, actual depth values registered to the SAR images need to be obtained
along with the two-dimensional current profile that was present at the time of
SAR overflight. Further aircraft and spaceborne SAR programs (i.e., SIR-B and
ERS-I) could certainly address this deficiency. From a theoretical standpoint,
certain aspects of the model need to be improved to properly simulate all geome-
tries. In particular, wave blocking and perhaps non-linear long-wave/short-wave
interactionmust be taken into account.
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COASTAL BATHYMETRY AND CURRENTS FROM LANDSAT DATA

Norman Rosenberg

Faculty of Engineering

Tel Aviv University •
Ramat Aviv, Israel

ABSTRACT

Landsat scenes of coastal areas should be useful for bathymetry

and for mapping sediment flow if scatter from bottom and suspended

matter can be separated by multi-date analysis. Several filter al-

gorithms have been developed to reduce both artifacts and random

noise while retaining meaningful structures such as breakwaters and
underwater reefs.

Results of application of these filters to Landsat scenes of
the Israeli coast will be presexLted.
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ON THE RESPONSE TO OCEAN SURFACE CURRENTS IN SYNTHETIC APERTURE RADAR IMAGERY

by

O.M. Phillips
Department of Earth & Planetary Sciences

The Johns Hopkins University
Baltimore, Md. 21218

L

ABSTRACT

The balance of wave action spectral density for a fixed wave-number is
expe-essedin terms of a new dimensionless function, the degree of saturation, b, and
is applied to an analysis of the variations of this quantity (and local spectral
level) at wave-numbers large compared to that of the spectral peak, that are produced
by variations in the ocean surface currents in the presence of wind input and wave
breaking. Particular care is taken to provide physically based representationsof
wind input and loss Ly wave breaking and a relatively convenient equation (4.2) is
derived that specifie_ the distribution of the degree of saturation in a current
field, relative to its ambient _.undisturbed)backgrouno in the absence of currents.
The magnitude of the variations in b depends on two paranetels, Uo/c, where Uo i; the
velocity scale of the current and c the phase speed of the surface waves at the
(fixed) wave-number considered or sampled by SAR, and S = (L/A) (u,/c)2, where L is
the length scale of the current distribution, )_the wavelength of the surface waves
and u, the friction w'ocity of the wind. When S is large rof order I0 or more) the
distribution of b is i_ __nsitiveto currents for ,lhichUo/C NI, but when S is of
order unity or less, _ gnificant variations in b are produced. A convergence zone is
assoc'ated w,th J maxlm,_min b relative to its a_nbientlevels of

,- b_,. " I :1 "* 4_ L S

where m N 0.04 and n--3. This would appear as a bright llne in the SAR
iJaagery. In general, local maxima in b (and the return SAR signal) should be
observed if the local current strain rate scale

UolL o.,z .,t,

A local divergeace or upwelltng reduces the relative de_ree of saturation; when
S is small the reduction is by the factn.r (l + 2U/c)'9/2 and continues until the
waves grow back to the equilibrium ]evel under the ]nfluence c" the wind. A
divergence llne :ou!d be Imaged as a llne across which the return decreases from

l

PILEGEDING PAGI,:BLANK NOT I_II.MED 433

1984019194-432



i 9

the ambient level upwind, to a low - level downwind, gradually recovering to the
ambient.

I. introduction

The variety of instruments now available for active radio probing of the ocean
surface makes possible the observation over a wide area of oceanic features ranging
from capillary and microscale breaking waves to long ocean swells. Variations in the
return signal with position on the ocean surface gives indications of even large scale
features such as mesoscale ocean eddies and the distribution of surface wind stress.

The scales of the surface features responsible for the return signal depends upon the
wavelength of th incident radiation. When the angle of incidence on the water surface
is not close to normal, aridthe wavelength of the radiation is large compared with the

> scales of occasional local occurrences such as breaking waves, the return signal seems,
_ as a result of careful measurements such as those of Keller and Wright (1975) to be

predominantly the result of first order Bragg scattering from freely travelling surface
waves. The wave-number k of the surface wave sensed is

k : _ _,_ I.i

where ki is the wave-number of the incident radiatlon and _ the angle of incidence;
the depression angle is i/2_- 8 . A real or synthetic aperture radar (SAR) at _ fre-
quency of 1.5 GHz responds to a surface wavelength ef the order of lOom at a depression
angle of 30o or so, a_d a high resolution image such as that from SAR gives, in the
pattern of intensity variations in the return sinnal, the pattern of local energy den-
sity of surface disturbances at this scale.

Some of these patterns are extremely intriguing. Beal et al. (1981) show a
number of examples obtained from SEASAT, one noteworthy one giving surface expressions
at this scale of tidal flow over the Davis Shoals, south and east of Nantucket Island.
Another, off the mouth of the Chesapeake Bay suggests a complex pattern of eddies (or
perhaps water masses); at high resolution the individual swell crests can be discerned.
Fascinating as these images are, it is far from clear how they should be properly
interpreted or what quantitave information they may contain. If we accept the premise
that the images are -ived primarily from freely travelling short gravity waves,
modified by longer waves and currents, then it should be possible to infer at least
some properties of the current field, in particular, from the imagery. The short gra-

" vity waves sensed by the SEASAT SAR do have a significant 'lifetime' of propagation,
unlike capillary waves which are transient and fugitive, and their interaction with
longer waves and currents may significantlymodify their distribution over the ocean
surface. The object of this paper is to determine the extent to which this can occur

_. and to seek relations by which quantitative information might be obtained from this
imagery.
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2. Action input and dissipation processes at short gravity wave scales.

Since we will be concerned with interactions betweea the short gravity waves
and surface currents, the wave dynamics are specified most conveniently by the balance

of action spectral density N_), which is related to the spectrum of surface displace-
ment _(k) by

N(_) = (_f='.,_(_) = (_/I_)v" "_1/[_), (2.1]

=r

where/is the intrinsic frequency and Ik(k) is normalized such that

the mean square surface displacement. The spectral energy density of the wave field is

pg1_(k), where p is the water density.

Following energy paths, the balance of wave action spectral density is given by

oL IV[k): _ 4 ('C_~.U)'_TN -- - Vk T(w). * Sw - b , (2.2)

(see, for example, Phillips, 1980) where C = Vk_ represents the group velocity and U
the velocity of the surface current. The-exchanges of action density among different
wave components by wave-wave interactions are specified by the first term on the right,
in which _(_) is the flux of action spectral density in the wave-number plane. These
interactions, in a gravity wave system, are conservative so that the interval over all
k vanishes. The two remaining terms specify the spectral distribution of action input
_rom the wind and the loss of action density (which at these scales is predominantly
the result of sporadic wave breaking or possibly the formation of parasitic
capillaries). Our present degree of understanding of the three processes represented
on the right hand s_de of (2.2) decreases monotonically in the order in which they are _
written though, a::we shall see, some useful progress can be made.

The specification of the wave field is completed by use of the kinematical
conservation equation

ak. (2.3)-- .u). oat
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together with the condition that _. o and the dispersion re|ation giving the
intrinsic frequency in terms of the wave-number magnitude:

or : (gk) '/'' (2.4)

If the underlying current is non-uniform, the wave-number k of an energy packet
varies as it propagates across the surface - k = k(x,t). On the other hand, in remote
selsing by radar (such as the L-band SAR), the Bragg scattering condition selects an
almost fixed surface wave-numberk in (1.1), so that it is convenient in this context
to re-write (2.2) to refer to a fixed, rather than a variable wave-number. From (2.3),

_k¢ a
_'i - - _,,:C" ", '.:Us)

:_ (_o _,:s . u, - k,$%" _,," _c ['," "
-_ ¢*

!
t,

But since _tx k : 0 and Cj =a_l_kj,C

-* ,w"-'_" a¥ + a'_; a.,cc , C2.5)
• i

t
• and since N : N(k,x,t), i

--" ax:¢ akC aac * Sw, " O , (2.6)
{

|

now for a fixed wave-number k,
i

To progress beyond this point, we need some assessment of the magnitude and I
nature of the terms represented schematlcally on the right of (2.2) or (2•5). The I

' spectral energy and action transfers have been investigated extensively by Hasselmann i
and hls co-workers by West (1984) and by Fox (1976) There Is little doubt that reso- I

_- nant spectral energy transfers influence slgnlflcantly the components near the spectral
< peak and, as suggested by Kltalgorodskll (1984) over a range of higher frequencies up I
- to those for which c/u,-_ 5 at most. Just above the frequency of the spectral peak, [
_, the fractional rate at which action is acquired or lost by wave interactions per wave !

period In an active wave field is of the order 10-4 (Phillips, 1980) and thls can be I
taken as an upper limit to the rate appropriate to smaller scales (0.I to lm) of

- interest here• Even so, It Is, as we shall see, generally less by at least an order of !i

E
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magnitude than the rate at which action is acquired by snort gravity waves from the
wind, provided the wind is sufficient to produce any such components at all.

The energy transfer from wind to waves has been the subject of many theoretical
and experimental enquiries during the past twenty-five years which have, if nothing
else, demonstrated the complexity and variety of processes involved. At these small
scales with wind blowing, the wave components are certainly of finite amplitude, with
intermittently high curvature at their crests producing bursts of parasitic capillaries
and occasional breaking. Air flow separation accompanies breaking as Banner and
Melville (1976) have shown and Banner (1984) demonstrates that an enhancud local energy
and momentum flux te the waves occurs as a result. Both the short waves and the wind
are modulated and deflected by the longer waves and swell so that for the purposes of
providing a more concrete expression for Sw i n., t_._j_, the..._best guide is given by the
results of careful measurements interpreted in the light of only very general theoreti-
cal considerations. Plant (1982), suggests from an examination of such measurements
that

Sw(k)= 0.04_(-_/_) r_,e N(k)

i

= m_{x,/c)" NCk,, _, (2.7) i
I

where u, is the friction velocity, c = (g/k)I/2,the phase speed of the component and ':
the angle between k and the wind. Plant believes the numerical coefficient to be
accurate to within-about fifty per cent. Mitsuyasu and Honda (1984) give a similar _
expression derived from their experiments, with a numerical coefficient of 0.07 but ,I

with no directional factor included. Phillips (1980) estimated a coefficient of 0.05
and Gent and Taylor's (1976) numerical calculations give approximately 0.07 -- the
relatively small scatter of values obtained from independent calculations or sets of
measurements gives some confidence that this is a reasonably accurate representation
aver the range 1 > u,/c > 0.1 that includes most short wave cases of interest. The
specific directional factor (cos 8) suggested by Plant is less certain. Nevertheless,
the base of data he used is both extensive and carefully evaluated, so that (2.7) can _
be adopted with reasonable confidence as a useful semi-empirical representation. Since
we are principally concerned with short wave components with wavelengths of lOcm or
more and with wind speeds of order I0 m/s or less, the pertiner,t values of u,/c do I
occupy the range specified above and the fractional rate at which action is acquired (i
from the wind per wave period,

2r S_ (w}
..... --, 0-.) (_,,/¢}" co# 19 t

I
P

ranges from 0.3 to 3 x 10-3 and is at least an order of magnitude larger than the net (

rate associated with wave-wave interactions, i

I

I
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If the short wave components of the field have reached a state of statisticali.

equilibrium in a region undisturbed by currents, then dN(k)/dt = 0 and since for these
components _k.T is negligible, the densities of short wave breaking or parasitic
capillaries must adjust themselves so that the dissipation D balances the wind input
rate. Most previous observational studies on wave breaking such as those of and Toba
and Kunishi (1970) have sought direct relationships between the density of whitecap
coverage and wind stress. These implicitly assume such a statistical balance; our pri-
mary concern here is the response oF the short wave structure when the balance is
disturbed. Whether or not a particular wave crest breaks depends, in fact, on its con-

: figuration and time development and not directly on the wind peed, since (for example)
breaking can be induced by a local adverse current, independent of the wind sp.ed, and
suppressed when the waves overtake a locally favourable current. Accordingly, D must
be regarded intrinsically as a functional of the local spectral density, not the wind

_. speed; its dependence on wind speed arises only insofar as this influences the spectral
_ level or possibly, in the case of very short waves, as it influences the microscale

breaking criterion through the surface drift (Phillips and Banner, 1974).

The spectral level is conveniently specified by the dimensionless function '

!

which, in any particular spectr,'m,can b_ regarded as a function of_/ko, where ko is
the wave-number of the spectral peak. This function can be ca]led 'the degree of

saturation'. The simple idea of a saturation range at high wave-numbers of the _ravity
wave (Phillips, 1958) assumed a hard upper limit Bs, independent of k/ko, for B (the
saturation range 'constant'), any further increase in the spectral level being prohi-
bited by immediate wave breaking. Within the present conceptual framework, this f
corresponds to a dissipation function D that is negligibly small when B<B s but discon-
tinuous (and in fact undefined) as B_B s. It is more realistic to assume that the -_i

action dissipation rate D is a continuous function of the degree of saturation B that i

is zero when B : O, remains very smell while B is significantly less than the old I
saturation range 'constant' when breaking is rare, and then increases rapidly when B I
approaches Bs and short wave breaking becomes denser in space and more frequent in 1

- time. Its form is then as indicated schematically in figure 1.

!I Also shown in figure I is the wind source term (2.7) which can now be written
as

:! i
I • o.o (2.9) l

t
!
i

I
i
1
L
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from (2.8). For a particular wave-number th:s is linear in B to the accuracy of the
expression (2.7) and the slope increases quadractically with u,. The short waves are
in satistical equilibrium at the degree of saturation B defined by the intersection of
these two curves. Note that, according to this description, the degree of saturation
under equilibrium conditions may increase somewhat with wind speed, but the generally
good Jbservational support for the original idea of a 'hard' saturatien range indicates
that the variation with wind speed must be weak aqd the curve of D as a function of B
must increase very rapidly indeed.

Before our specification can be completed for the spectral density of action
dissipation, there is one further conceptual difficulty that must be faced. Does the
function D for a particular wave-number depend on the degree of saturation at that
wave-number only or on its value over a range of surrounding (or perhaps distant)
wave-numbers? An individual breaking event is loceiized in space within a distance
probably of order k-l; in Fourier space its influence is distributed over a range of
wave-numbers of order k. Also, the statistics of wave breaking at a certain scale
(defined by the phase speed of the breaking crest) cannot be expected in general to i

depend on the spectral density or the degree of saturation at that scale alone, but

over a range of scales. Consequently the statistical characteristics of wave breaking i
and the dynamical consequences of breaking on the wave field both involve a possibly
wide spectral range. If, however, the degree of saturation B is almost constant over
this range, a condition that might be anticipated under steady wind conditions, then on i
similarity grounds one might assert that i

f

D = gk-4 f/B) (2.10)• i
{

In situations in which a much longer _well is present, the degree of saturation of the
short waves will vary with respect to phase of th_ swell, being greater near the crests
(with local breaking) and much smaller in the troughs. Although an expression such as )

(2.10) may hold locally, the overall mean rate of action di.slpatlon will depend not
only on the mean degree of saturation but also on the swell slope, and this further
parameter should be included in (2.10). "_:

i
The function f(B) is illustrat,d only schematically In figure I. Although its I

detailed form is not known at thls stage, It may be posslble to determine some of its
characteristicsmore explicitly rrom laboratory or fleld ob_ervatlons. If the short !
waves are In a statistical balance between wlno and dissipation, In the absence of much
longer waves or swell, the degre_ of saturation attained ts deflned by the balance of _

(2.9) and (2.10): i
|
i

I

I
o I  ca) (2.11) I• " 6

I
{

!

i

t
i
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The variation of the degree of saturation with wind stress (normalized by phase
velocity) is then

I (_{(w,,ic)1 " : 0 ow c_se _B -- (2.12)

According to the simplest ideas of a saturation spectrum independent of wind speed, the
right hand side of (2.11) would be zero since the slope of f(B) is infinite at satura-
tion. On the other hand, if a variation with wind speed of B as specified by (2.12)
could be established reliably, then this would define the slope of the curve f(B) nea-
eq_llibrium.

Another constraint is provided by the observation that the local action density
of these short waves on the ocean is stable to perturbations on a scale large compared
with the wavelength, in the sense that if locally the action density is high, the
increased spectral density of brcaking reduces it, and if it is low, the decreased
spectral density of breaking allows the wind input to restore the equilibrium. The
larger, dominant wave components at large fetch and duration may show a 'groupiness' as
a result of the instabilities associated with non-linear wave interactions, but as we
have seen, the time scales of these instabilities at higher wave-numbers are negligibly i
slow compared with those of the wind input and wave breaking. If under a constant wind
field, the degree of sdturation B is perturbed by an amount B', then with the neglect !
of the resonant interactions,we have for the rate of change of the perturbation in
action spectral density N',

_N'
-- , _ (_'] _ _(_')b_

t
(

Since N' = gk-4c-1B' and in the equilibrium state Sw(B) = D(B), this can be expressed,
using (2.9) and (2.10) as _it

I

; _8' . I_(..I:)* 8' (2.13) J_.,._ • [f{e)- Its. • _], !

." i
i

=- where m -0.04 cos _. For small perturbations B' I
(

" -- _6 '
• !

,I
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c

and the condition for statistical stability is

%

; which, in terms of figure I, implies that the slope of the curve D as a function of B
"_. must be greater than that of Sw at the point of intersection (as. indeed, we had
_. anticipated). As u./c increases, the equilibrium point rises and the slope df/dB at

the equilibrium point increases even more rapidly. If the curve f(B) can be expressed
reasonably accurately as a power law, the relaxation rate

7"
.s

a ¥ • a-8 (2.15)

_ can be expressed simply and explicitly in terms of u,/c. For. suppose that
C

1 F(B)= aBn (2.16)
!-
i_ where n is certaidy Qreater than one. then at equilibrium

r.,t..Ic)"B : _ 8""
so that _ "(J) = - _ B "''

and _" • _C,_ ,)(4w.le)L, . _ ,....,

Even though the numerical value of n is not known (one might guess something in the
range 3 to 5) this Is a useful esult. It c-n be written alternatively as

2 -1& $

_r • _(n-,) _w. _9 IT" (2.18)

_ showing that, for a given wind stress, the relaxation rate towards equilibrium
increases as the cube of the frequency for these short wave components.

441 _,_
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if, however, the perturbation in B is not sma11, the expected strong non-
linearity in f(B) when B is small indicates that the recovery will be different for"a
local increase in degree of saturation than it will be for o decrease. If the decrease

G in B is such that f(B) is then negligible and breaking virtually ceases, the recovery
will be initially at the undamped growth rate, (proportionalto the slope of the llne
in figure I marked Sw) which may be much slower thanr(proportional to the difference
in the two slopes at the intersection.) A large local increase in B is then expected
to disappear more rapidly by much enhanced breaking than a large local decrease in

, which breaking ceases. If, at equilibrium between breaking and wind input so that Sw =
D, the degree of saturation is Bo, then from (2.9) and (2.10)

m(u,/c)2 gk-4 Bo = gk-4 aBort

when the representation (2.16) is used. Consequently
E
: a = m(u,/c)2 Bol-n

and the balance of the last two terms on the right hand side of (2.16) can be written
in terms of this equilibrium level as

gk-4. m(u,/c)2 (1 - (B/Bo)n-I)B (2.19)

3. The Influence of a background sea state on mean short wave properties at given k.

The short ocean wave components that are generally responsible for radar back-
scattering do not, of course, exist in isolation. Longer waves or sw{ I produce modu-
l._tlonsIn the intensity of the back-scattered return, measured by "right et al (1980) -_-
w, h a spatlal scale of variation that images the long wave field. Bc I (1981) has
made use of these modulatlons to study the evolutlon and propagation of swell across
the Atlantlc contlnental shelf of the United States. Frequently, the orbltal velocl-

": tles _ssociated wlth these longer waves are larger than the propagation speeds of the
short components sensed and ones intuitive feellng might be that an irregular or random
field of longer waves would might so scramble the propagation characteristics of the

;" shorter waves as to obscure any 11kellhood interpreting the large scale patterns In
._ their intensity In terms of currents. However, thls partlcular concern does not seem

to be Justified.

Consider a surface current fleld _(x,t) whose scales of spatlal and temporal

variations L and T are large compared wlth _.hewavelength and period of long waves or
swe11, the scales over which the tangentlal components of their orbltal veloclty_u

1984019194-441
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varies. Local mean values of the wave field, indicated by an overbar, are defined over
scales that are small compared with those of the current field but large compared with

; those of the swell. Fluctuations or modulations produced by the swell are re_resented
by the difference between the _ctual values and the mean values defined in thls way.
Thus, the action density is represented as N(x,t) + N', _e short wave group velocity a
constant k (which varies because of the variations in th, local g at the surface as
the short-waves ride over the swell) by C + C', and so forth. If the short waves are

' everywhere close to saturation under the-ba!ance of wind input and wave breaking then
(2.5) can be written as

t

+(_.+_. +,;) _j _> <u_._,)_< . -,c_-_.J (3.1)

where resonant wave-wave interactions are neglected, NO is the equilibrium value of N
in the absence of long waves or currents and _ the relaxation rate of the previous

: section. Substitution of local mean and fluctuatingquantities into (3.1) and
, averaging gives

___ F_ k_ _ _" (_"%'_,.- _< 3-,<I¢

L

- - Cc/ ,,,) ,)Jv/._,,, _ _"+ " -' - - _'(_-,','°). (3.2) i

The left hand side of this equation has the same form as the ortginai equation (2.5) ; "_
so that the influ(.nce of the swell on the mean action spectral density ts represented
by the two new terms on the right. Now, t'o-t-he first order, the wave-induced modula-
tions N' are proportlonal to N (Wright et al 1980) and to the root-mean square slope ";
of the long wave field, s are the local gradients wlth respect to x and k , so that
the covarlance terms are of order ('_R , where_Is the swell freq_ncy.--Their only
effect, then, is to modify slightly (by ordere') the equllIbrlum mean spectral levels
from that which would obtain in the absence of swe11.

The fact that the swell can therefore be ignored in a consideration of the

local mean back-scattering from short propagatingwaves is at first sight counter- |
Intuitive, but the essence of the matter is that the nw}dulatlonpatterns at a fixed -
wave-number are periodic and non-cumulative provided the swell slope is sufflc'_'_'_ i
"_all that the dissipation response can be ltneartzed. !

i

z7'- ..... i_t ,"
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• 4. Variations In N produced by surface currents.

The dynamlcal balance (2.5) can be written in terms of the degree of satura-

tlon B by _ubstltuttng _ = _"= k'VL O(_k) and the expression (2.18).
.=,

_ _ _; ;_u,. I,,j._u. :=8

= _.- u,_= _ "' (4.1)

_' 'f the magnitude of the current variations Is represented by Uo and the length scale
over which they occur' by L, then

2

ut = Uofl(_/L) = Uof(!), say

Also, If b(r) = B/Bo, the local degree of saturation relatlve to Its eq,'lllbrlum
_, level, then under steady condltlons (4.1) can be written In dlmenslonless form as

,;)

L. u.),I , ,

where c represents the phase velocity and _ the (fixad_ wavp,length of _he compe,-_-
const derek.

j,

-" It Is Interesting to note that thls equation nvolves only two basic . _.",_-.o-

ters, Uo/C expressing the strength of the .current field and (L/;4) (u,/c)2 re_r.,-
senttng the combined Influence of the wlnd, the scale of the current ?teld and,
Implicitly, breaking. Thts second parameter can also be written as !I

444
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where C is the group velocity. The latter form provides a useful physical interpreta-
tion of this parameter as propoFtional to the ratio of the time taken for an energy
packet to move over one scale distance L to the characteristic growth time of the
waves under the influence of the wind alone. If this para meter is large, re-
adjustment of the waves is rapid in the time taken to tra verse the current variation,
so that the response in the relative degree of saturation is small. Small v_lues of
the parameter indicate situations where the re-adjustment time is long, so that one
might expect a significant response.

For the sake of definiteness, suppose that the l-direction in (4.2) is chosen
as the direction of the wave-number being sampled. The middle term on the left-hand :
side then reduces to

_Uo _/,

expressing the influence of convergence or divergence of the current field in this
dire<_lon. The third term involves the variation wi_h respect to magnitude and direc-
tion of the degree of saturation and must be considered when a current, varying in x,
is in the transverse direction so that energy paths are deflected. Little is known
(although much is speculated) about the angular distribution of the wave spectrum cr
b, so that in urder to obtain a sense of the magnitude to be expected of the
variations in the local degree of saturation relative to the background, we will
neglect the variations uf b with k anG consider convergences or divergences only with !
UI - U(x1). In the flo_ over r-'atively shallot'topograph1'such as the Nantucket
Shoals, both local convergence_ (_U/_x K O) and divergences (_U/_ x > O) can be i
expected; under open sea conditions, divergences would be expected in regions of local
upwelllng whle lecal convergences may be found along fronts, with one water mass _
overriding another, slightly denser.

With _(s) : (F(r), o, o ) , say, equation (4.2) reduces to

(, Uo F(r)) _b_ , Q U. _ _ , Z_--S (,-b"'_&, (4.3) {i
i _ Z _s _ _ as i

i

where _ is the parameter (L/_)(u,/c) 2. The value of the index n, al_hough greater

than 1, is not kJ,own at this time; for the purposes of these calculations n was taken I
as 3. A _maller value gives a more gradual onset of energy ;oss by breaking as b I
increases and so a larger response to convergences; a larger value reduces the
respGn:e. This is sheen explicitly below. The wind is supposed to act in the x I

Ldirection also so that m • 0,04 and a current distribution of the form
t
!

f(,)• [ ,. +.-,.r } )
!

I

i
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was chosen. The equation (4.3) was integrated numerically with b = 1 at _"= -2 for
various valiJesof Uo/C and S, using an Apple I! computer. When Uo/C < 0.5, equation
(4.3) has a mathematical singularity at which the coefficient of the first turn
vanishes. In those cases, the integrations were pprformed following the direction of
the wave energy flow, from ._= -2 to within o,,e_teo o• the singularity and then fr(,n

$= + 6 back to the singularity =ince in this part of the physical domQin, the backwards
energy convection of the current overcomes the forwards prupQgation. It the waves on
the far side of the convergence zone have had sufficient fetch and duration to achieve
equilibrium, then b = I at I = 6 also an_ it is found, somewhat surprisingly, that the
two branches of the solution form a contiruous curve across the sl,_gularityat which
(I/2+ (Uo/C) f(3)) = O. On the other hund, if the fetch or dura..ionon ti;afar s_,_e

- 's limited, then b on the far side may be less than unity for these waves an,Xa real,
" physical singularity will occur a :his point_ It seems that only ir this ca,.'.,"will

an abr_Jptchenge in the return slgnal coincide with this slno_larlty.

Seme results of these calculations are 111ustrated in Fig,re 2. Whe- the
parameter S is _f erder 10 or more, the responses of b to _;hecurrent fle1_ are smal"
and limite" essentla_.lyto the region of current shear. F)r smaller values of S, the ,t
magnitude of the response increases; in a convergence (Up/" < O) the r=.gionor.=_ which
b is significantly greater than 1 remains limited to the c)nvergence r_gion b_cause of
the relatively rapid reduction in wave energy by breaking. In _ divergence, however,
the degree of saturation ¢ta given k reduces as a result of two effects - the
divergence spreads the action L_ensltyout over a greater sp_tlal Interv=_,_n(i(more ,

v

important) ti,eenergy packet at the wave r0umberobserved aft,,rdivergence was, before
the divergence, at a larger v;ave-numberor smaller scale, so that its action density
was less. At '.:,luesof S less than aoout 4, the recovery .hstance of the wave flcld
after suppression is significantly greater than L se Lnat the waves remain unsaturated :,
for a conside-able distance.

In a convergence zone, the mdxlmum degree of saturation relative to _he
background occurs close to the point of maximum strain rate, when f'(t)- 1. From
(4.3) thts occurs when

- !u-" • i
• e, , i

t

. so that the maximum contriver ts
t

" _ U. _ 1Ion.,) I
_)_,*, " I L @" 4r_ _'_ @ (.4.4) ,!

i

_IS In the cases shown in Figure ', n w,¢, _'nst4k'enas_2for3; since the coefficient g/4urm_,_ro _,20, bmax v_rtes approximately as (,Jo/C)VZ - valu(=._ of S ( 4 Uo/C or so. But the t-
'_ value of the index n in the representation (2.15) cannot be. regarded as known and, tn

_p
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fact, the expression (4.4) may aalow it to be determined by field measurements of the
maximum contrast in the de_ree of saturation at a fixed k in convergence zones over a
_ange of values of $ and Uo/c, although if n is significantly greater than 1 (as
expected), the dependence on n is rather weak.

A general conclusion from these computations is that if freely propagating
waves under th_ influence of wind and breaking are to experience a significant
variation in the degre. ., saturation at a fixed wavelength X , then the second term
in the bracke: of (4.4, must be greater than unity, say, or that

u,, (4.5)o.os

Expr_sseL alternatively in terms of the strJin rate in a convergence, a significant
respot_serequires

t/_o) o._2
L _'_ _J_ (4.6)

For example, if u, = 20cm/s and X = 16 cm, then Uo/L must be greater than about 2 x
10-2 sec-1, v:F_chis a very large oceanic strain rate outside frontal regions. Light
winds clearly favour a more sensitive response.

It should be noted, however, that for a given convergence field and wind
stress, (4.4) can be written as

. . ._ ; (4.7)

the contrast in degree of saturation increases with wavelength, the smaller value of
Uo/c being more than compensated by the increase in S-I. Increased harmonic content
of these longer waves and denser breaking patches may give enhanced Bragg and specular
scattering that may possibly dominate the direct return from freely travelling waves
at the wave-number sensed by Bragg scattering in the background.

. In a re_lon of surface divergence (and upweIling), when S is small the reco-
very of the wave field by the wind is slow over the scale of the divergence, and the
reduction In b can be estimated by neglecting the wind input (and wave breaking) over
thls interval. With Uof(r) = U(_), equation (4.3) reduces to

(
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which integrates exactly to

l_(1) .- (! . 2.U(,)Ic) , (4.8)

since b = 1 when U = O. This reduction (U(I) > O) at a fixed wave-flumberis, of
course, greater than for an energy packet or wave train at a fixed apparent frequency,

as calculated by Longuet-Higgins and Stewart (1960) since the waves elongated
by the divergence to the wave-number k had a larger wave-.umber and smaller spectral
density than the waves at wave-number k before the straining.

The SEASAT synthetic aperture radar imagery, such as that reproduced in the
book by Beal et al (1981; see especially pp. 22 and 96), offers a number of examples
that seem, in the light of these results, to be interpretable as lines of local con-
vergence or divergence. There is unfortunately little independent information on the
current field or the local wind stress so that attempts at a quantitative compdrison
must a_ait imagery for which more complete documentation is available. However, these
results do indicate the potential in synthetic aperture radar imagery for measuring
rates of strain in oceanic fronts and rates of upwelling over a substantial spatial
domain•
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Figure 1: Input from the wind, Sw, and d_ssip_.tton D of ectton

spectral density as funcCicns of the degree of saturation

B. The intersection specifies Bo' the htgh wave-numberequ:i l_brium v_ lue.



m.

o _.'f
3 3

" Io. b
2

O ' ' _ • ..... I ' 0
-2 0 2 4 -2. 0 2 4

c

b i - -

-2 o 2 4 -2, 0 2 4

_IL _IL

',-- Figure 2: Relative degrees of saturation b = B/B° at a fixed

wave-number as functions of position in a local convergence

"1 or divergence centered at x = O. In Figure 2a,

(L/A)(u,/c) 2 ffi 12; in 2b, 4; in 2c, 1 and in Figure 2d,

0.5. The three upper curves in each group represent the

_* convergencecaseswith Uo/C = -1.2, -0.8 and -0.4; the

-_ threelowercurvesare for divergenceswith Uo/C = 0.4,
,.'_ 0.8 and 1.2. The blackdots representpositionswhere

U(x)Ic= 0.5.
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VARIATIONS IN SURFACE CURRENT OFF THE COASTS OF CANADA

AS INFERRED FROM INFRARED SATELLITE IMAGERY

W.J. Emery, M. Ikeda, L.A. Mysak and P.H. LeBlond

Department of Oceanography
University of British Columbia

Vancouver, B.C. V6T IW5, Canada

ABSTRACT

i Infrared satellite images of sea surface temperature are used

i to infer changes in the surface currents off both the east and west
coasts of Canada. Off the east coast summer infrared temperature

! patterns suggest a close connection between the location of the con-

tinental slope and the path of the Labrador Current as marked by a
strong thermal front. Meanders and eddies appear to form where

abrupt changes in the shape of the continental slope occur. In win-

ter both infrared and visible imagery reveal the southward propaga-

tion of wavelike features in the ice patterns along the Labrador

coast. A relatively large number of images from the Canadian west

coast have been used to depict the evolution of surface temperature

features associated with fluctuations in the corresponding current

system. In winter and spring 150 km current meanders are fed energy
by the baroclinic instability of the uniformly directed current which

flows northwest in winter and southeast in spring. In summer the
surface current is directed southeastward while below it an under-

current flows to the northeast. Initiated by an interaction with

the irregularities of the local continental slope 75 km current

meanders begin to form. Energy is then fed non-linearly by baro-
clinic instability into longer scale 150 km meanders which eventually

shed to form separate eddies.

INTRODUCTION

Infrared satellite imagery have often been used in oceanography

to suggest the complexities of the ocean and to infer characteristics

of surface currents possibly connected to the sea surface temperature

patterns. By using a sequence or collection of such images it should

•" be possible to examine both spatial and temporal changes in the in-
frared thermal patterns in an effort to better describe and under-

._ stand the oceanographic mechanisms associated with these observed

changes. In such a study it must be realized that while infrared
._ satellite imagery has the limitation that it can only sense at the

s_a surface it also has the significant advantage that it can view a

larg_ part of the ocean in a truely synoptic fashion. Thus is pro-

__-" vides oceanographers with a unique view of the ocean and studies

using these images should focus on this advantage by looking for
- space and time scales clearly represented in the thermal imagery.
5 In this way satellite infrared imagery can provide meaningful in-

sight into ocean dynamics without the stringent requirements of

providing precise and accurate surface temperature measurements.

|
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• Unfortunately for this study only a very limited number of digi-

tal images were available for the Canadian east coast which restricts

the type of study that can be carried out. We will therefore only

_ look at a few examples of summer imagery that suggest some interest-

ing relationships between surface temperature patterns and details

in the coastal bottom topography. Winter ice patterns will also be

' examined which suggest the southward, along-coast propagation of
wavelike features at the edge of the ice. An earlier study by

LeBlond (1982) identified these features in a sequence of four visi-
ble satellite images. From changes in the patterns of the ice edge

he inferred a southeastward phase speed of features with a 73 km

wavelength. Similar features are evident in some of the 18 winter,/

spring images examined in this study.

A substantially larger number of images was used to study
changes in infrared surface temperature patterns off the Canadian

west coast. Starting in the spring of 1980 arrangements were made

to receive digital AVHRR data from a receiving station in Edmonton,

Alberta operated by the Canadian Atmospheric E-,vironment Service

(AES). Most of the AVHRR images discussed in this study are re-

corded at this facility. Recently, however, a receiving station has

been set up and is operating at the Department of Oceanography at
the University of British Columbia. The availability of digital data

from this station has greatly increased the number of useful images

being archived.

East Coast Ima_er_

As mentioned earlier a limited number of both summer and winter/'

spring images were available for the east coast. The primary region
of main interest was selected as the Labrador coast between Cape

Chidley and Hamilton Inlet along with t:ze inouth of Hudson Strait and

all of Ungava Bay. Off the Labrador coast the cold Labrador Current
flows south carrying water from Davis Strait down to the coast of
Newfoundland. Some of this water enters into Hudson Strait at the

north while other water discharges from the Strait eastward to join

the Labrador Current. These general flow patterns are clearly de-

picted in the 0/I000 db dynamic height contours drawn by Smith (1937)

and presented here as Fig. I. This mean flow pattern also shows how
the discharge at the mouth of Hudson Strait separates into both off-

shore and nearshore gortions leaving part of the area just south of

Cape Chidley without a strong mean flow. This will be seen in the

infrared imagery as a region of complex temperature patterns repre-
sentative of the small scale structure in this area between the two

branches of the Labrador Current. As can also be seen in Fig. 1

._ these two current branches reunite just north of Hamilton Inlet

where the current turns eastward along the geographic boundary. The
Y union of these two current branches is also revealed by the satellite

images which show cold coastal waters joining with the cold offshore

_° portion of the Labrador Current. These patterns are also apparent

-_ in winter when the ice appears to frequently display a clear region
in the region just southeast of Cape Chidley. Similarly the ice

,_ to just north of Hamilton Inlet with the
patterns appear change

wavelike features observed by LeBlond (1982) increasing in amplitude

._ at this point.

W
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• Returning to su_aer images the most strikinc_ characteristic of

the image in Fig. 2a is the close correspondence between the position
and shape of the interface between the cold and warm surface waters
and the shape and location of the continental slope. In Fig. 2b

this surface temperature boundary has been drawn schematically on a

map of the coast which also shows the bottom topography. The slmi-
: larity between the 2000 m contour and the surface temperature fro_ _

suggests the topographic steering of the current associated with the

temperature gradient. Of particulal interest is the sharp seaward

meander of the boundary over the small topographic ridge slightly

northeast of Hamilton Inlet. This same image (Fig. 2a) also demon-

strates how the current turns away from the coast at about 55°N as

the current narrcws to round the coast leaving a large patch of warm
surface water nearest the coast of:; Hamilton Inlet. The outer boun-

dary of the cold water also turns seaward following the path of the

2000 m contour. Relatively small patches of cold water farthe_ off-

shore suggest that meanders of the cold current band may separate to
form eddies. While these eddies appear cold at the surface their

sense of rotation must be anti-cyclonic if formed as meanders of the

southbound current. This and other images suggest by the shape of

the features that they may be rotating clockwise consistent with this
formation mechanism.

In Fig. 3a, another summer image collected on August 19, 1980,

the outer boundary of the cold tongue again follows the continental

slope lying between the 1500 and _000 m depth contours. Unlike the

image from July 1979 the cold core of the Labrador Current is quite

narrow and highly meandered. The patch of warm water off Hopedale,

north of Hamilton Inlet, is broken by tongues of cold water extending
shoreward in from the cold core of the Labrador Current.

Just southwest of 57°N, 58°W a sharp "v" shaped meander marks a
shoreward meander of the current. Oddly enough another image just

one year earlier also exhibited a "v" shaped meander at about the

same location. It is possible that the small topographic ridge at

this position (Fig. 3b) is responsible for the quasi-permanence of
this meander feature.

An interesting series of images from the summer of 1981 covers

the region of Ungava Bay, the mouth of Hudson Strait and the north-

east coast of Labrador. In an image from June 28 (Fig. 4), there is
a concentration of warm wa:er along the eastern boundary of Ungava

_-- Bay which extends northward in a 30 km band. This warm band narrows

as it turns east to round Cape Chidley extending out to almost 62°W.
From this image alone it is not clear if this warm water joints with

that just to the southwest which separates the cold cores of the in
and offshore branches of the Labrador Current.

It is interesting that just north of this warm water exiting

Hudson Strait is a narrow band of cold water which also appears to

"_ originate within the Strait. This cold band is then separated from

,_ the cold waters which ring Resolution Island by warm water which
seems to turn into the mouth of Hudson Strait from farther north.

East of 63°W this warm water turns to cold which appears to be flow-

"_" ing south to connect with the offshore branch of the Labrador Cur-

rent.
455
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About three weeks later a cloud-free image from July 15 (Fig. 5)

reveals a somewhat different pattern. As on June 28 there is w_rm

water in a band along the eastern boundary of Ungava Bay; at this

later time the band reveals eddy-like patches in the south an a

•,_ branch extending westward from 60°N, 66°W. This coastal warm band

is again about 30 km wide but no longer extends eastward around the
northern tip of Labrador. Instead cold water tlows out of the cen-

tral mouth of Hudson Strait to then split into a narrow coastal
branch and a wider offshore branch of the Labrador Current. The warm

water between these branches is highly meandered and eddied with fil-

aments of warm and cold water marking both cyclonic and anticyclonic

rotations. The nearshore portion of the coastal branch also appears
meandered with small patches of warm water.

Finally on July 29 (Fig. 6) this pattern has been amplified

with cold water coming out of Hudson Strait and clearly splitting

just southeast of Cape Chidley into near and offshore cold bands
representative of the branches of the Labrador Current. The warm

water between these branches is similar in shape and location to its

expression in the image two weeks earlier (Fig. 5). Again _nterest-

ing is the warm tongue just north of 61°N which turns westward into

the mouth of Hudson Strait. This warm tongue, and its connection to

the warm water along 64°W, are seen in all three Images. This sepa-
ration strongly suggests that the coastal branch, of the Labrador

Current, is fed by the discharge from Hudson Strait rather than from
water flow south out of Davis Strait.

A late spring image from May 29, 1981 (Fig. 7) contains an open

area southeast of Cape Chidley where the warm water was seen in sum-

mer. In this image the open water area is quite large and stretches

south to about 59°N. Southward the ice is fairly broken up and frag-

mented with large open leads adjacent to the coast. Ungava Bay ap-

pears ice covered and some ice can be seen extending out through
the mouth of Hu4son Strait. The outer edge of this ice cover is

just inside and roughly parallel to the 500 m bathymetric contour.

Ice patterns similar to those discussed by LeBlond (1982) were ob-

served as shown for example in Fig. 8, a visible image from April 18,
1982. In this image the area just southeast of Cape Chidley is once

again clear of ice and a number of other open leads appear nearshore

farther down the coast. The seaward edge of the pack ice is com-

posed of offshore extending tongues of many different length scales.
Some appear associated with definite cyclonic features while others

are likely expressions of anticyclonic eddies. The most promlnant

feature is a warm patch with a cold center between 59 and 59°N along

" 61°W. This and many other features have size scales around 50-60 km
" similar to the 73 km wavelength inferred from visible satellite

images by LeBlond (1982). Also consistent wi_h LeBlond's study are

the southeastward extending tongues of ice off Hopedale at the lower

. _ight of the image. As with the four visible images analyzed by
LeBlond (1982) these tongues appear to g, ow in amplitude toward the
south.

In summary both summer and winter images from the Canadian east
_coast have demonstrated the close correspondence between sea surface

temperature expressions of the Labrador Current and the shape of tne

_.contlnental slope. The outer edge of the cold band marking the
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Labrador Current appears to follow the outer portion of tb_ slope
running along the 2000 m depth contour. Smaller scale changes in

• the shape of the continental slope lead to meanders and eddy io:ma-
tion in the Current. In winter coastal pack ice cover also axh[bits

wavelike meanders which grow in amplitude towards the south Just"o •

southeast of Cape Chidley the cold Labrador Current wate:s splits

into coastal and offshore branches. Cold water discharged _:rom
Hudson Strait contributes to both of these current br_nches_ The

area between these two branches is usually warm in summer and ize

free in winter/spring.

West Coast Imagez'y-Baroclinic Instability

Our study of infrared satellite imagery off the Canadian west
coast has focu_:ed on the region off Vancouver Island and the northern

part of Washington State as shown in Fig. 9. Earlier studies of th3s

region (Mysak, 1977; Emery and Mysak, 1980) suggested t.,at tongu--

like meanders in the infrared sea surface temperature exhibited

length scales and growth rates consistent with their formation

_rough the mechanism of baroclinic instability. As first modelled

by Mysak (1977) this instability transferred energy from the shear

between a northwestward undercurrent flow, and a deeper layer at rest
into these meanders. Later Wright (1980) added a third layer to this

model and concluded that the energy transfer was from the shear be-

tween the southeastward surface current and the underlying northwest-

ward undercurrent to the meanders. The presence of this undercurrent,
called the California Undercurrent, as far north as Vancouver Island

has been discussed by Hickey (1979).

All of these earlier studies looked at a very limited number of
satellite images and thus relied primarily on analytical models to

reveal characteristics of the instability mechanism and the associ-

ated flow system. In the present study we have used a large number

of relatively cloud-free images from the period between 1980 and

1982. We have also been fortunate in having current meter data
available for 1980 collected off the west coast of Vancouver Island

by scientists at the Institute of Ocean Sciences a_ Patricia Bay,

B.C. Temperature and salinity data, collected in conjunction with
these current meter data, have also served to independently confirm

our conclusions based on the satellite imagery and numerical model-

ling.

The best series of surface temperature images is from the summer

of 1980. Starting on July 21 (Fig. i0) the image reveals a warm sea

_< surface off the coast of Vancouver Island. The only exception in

" this image is a patch of cold water off the mouth of the Strait of

Juan de Fuca. As discussed by Freeland and Denman (1983) this is

-- the expression of a cold cyclonic eddy driven by the interaction be-

tween the undercurrent and the topographic i, regularity of the Juan

de Fuca Canyon (Fig. 9). In summer this cold patch is almost always

present independent of whether or not wind-driven upwelllng is occur-

"_ ring. In response to southeastward alongshore wind coastal upwelllng

produces a band of cold water off the coast of Vancouver Island (Fig.
- Ii, July 28) which appears highly meandered with a relatively short

spatial scale. Cold water can also be seen along the coast of

Washington and in the Strait of Juan de Fuca. On August 24 (Fig. 12)
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these meanders have developed into a series of six tongues spaced

about 75 km apart. A sequence of six images documents the evolution

of the surface temperature field between this August 25 image and
"_ Fig. 13 the image from September 14. Here only three tongues are

appazent with a spacing of about 150 km. The largest of these is

shaped somewhat like a "T" and is the expr_sg_or of a pair of matched,

counter-lotating eddies we called "dipole eddies". On October 2

(Fig. 14) the image records the separation of these tongues into a

series of three distinct cold cyclonic eddies with the central fea-

ture being much larger than the eddies to the north and south. This

pattern of surface temperature evolution is summarized in Fig. 15

where the reference line represents the position of the continental

shelf break. Fourier spectral analyses of these images confirms the

shift from both 75 and 150 km features in July and August to only 150

km features in September and October.

Linear instability theory, for the summer current conditions of

a _outhward surface flow over a northward undercurrent, yield3 a

fastest growing wavelength of about i00 km. This is between the 75

and 150 km wavelengths observed in the imagery from the summer of

1980. As a possible solution to this discrepancy non-linear numeri-
cal calculations were carried out for the summer conditions. The

model used had four layers in the vertical and represented the flow

seaward of the continental shelf-break as shown graph_cally in Fig.

16. Also shown here is the vertical mean current profile used _n the

model. This model was initiated with small amplitude 75 and i_J km

scale meanders. As represented schematically in Fig. 17 the evolu-
tion of this model over a 44 day period demonstrates the early growth
of the shorter scale meanders which then weaken to transition into

the larger 150 km meanders which then form into discrete cold cy-

clonic eddies. During this evolution the formation of dipole eddies
is evidenced about 30 days into the model run. Thus the non-linear

numerical model correctly simulates the events inferred from the in-

frared satellite images and explains why the linear theory fails to

predict the proper meander wavelength. This is quite reasonable

since in the summer the very strong shear between the southward sur-
face current and the northward undercurrent wo_id lead to the in-

creased influence of non-llnear energy t'ansfer mechanisms. An

energy analysis of the numerical results reveals that while both

barotropic and baroclinic instability mechanisms are operating the
" baroclinic instability accounts fo_ more than 80% of the energy

transfer. Looking at in situ oceanographic data from 1980 Thomson

(1984) also concludes t]_a_'5-irocllnic instability is primarily re-

, sponsible for the formation of cyclonic eddy seen just off Vancouver
Island _n the same location as the northernmost meander and later

eddy in Figs. 12 and 13.

. In searching for an initial generating mechanism, for the
smaller scale 75 km meanders, it was observed (Ikeda, et al., 1954a)

that the contln_ntal slope off Vancouver Island cont, 'ns variations
-- with an alongshore scale of about 75 km (Fig. 9). To evalu,_e the

possible role of these bottom topography variations another numeri-

cal simulation was run with no Inltlal mea_,ders but s bottom topo-
,_ graphy with topographic bumps that extended into the second or under-

current layer (Fig. 18). Run over a time slmilar to that for the
" earlier model this simulation demonstrated the excltatlon of the
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75 km iceanders by the interaction of the 11_dercurrent with the irreg-
ularities in the bottom. These short sc _ = meanders grew initSally

" a_d then t_ansferred energy via a non-linear interaction into the

large 150 km gcale features which then shed independent cold e_dies
% (Ikeda, et al., 1984b). Thus the summer evolution is a "red-cascade"

from smal _ scale 75 km meanders, started by an interaction with the

bottom topoT_ey_y, to longer 150 km meanders which then shed cold

cyclonic eddies in a pc_fod of a month to six weeks. This sequence

of surface temperature features has also been observed in the infra-

red satellite imagery fLom the summer of 1982 (Ikeda, et al., 1984b).

In winter and spring th£ ,6._n current (0-i000 m) off Vancouver

Island is all directed northw==g or southeas + respectively. The

absence of the undercurrent during these periods is discussed by

Hickey (1979) and is clearly repre3ented in the current meter

records from the west coast discussed by Freeland, eta!. (1984).
Late fa]l and winter satellite images appear to contain only larger

scale meander features with wavelengths of about 120 =o 150 km, as

shown for example in Fig. 19, an image from November 27, 1981. In-

terestingly linear instability theory predicts wavelengths of this
magnitude for winter flow conditions.

In spring the uniformly flowing southward current also leads to

longer suale features as predicted by the linear stability theory.

Imagery from this season again exhibit larger scale features between
120 to 150 km consistent with the scales of linear theory. A sample

spring image is shown in Fig. 20 for Aplil 6, 1982. Here as in

other images the cold/warm boundary has been outlined to better de-

fine the meanders revealed by the surface temperature patterns. It

should be noted that while in summer the boundary is between cold,

upwelled coastal water and warmer water offshore, in spring the

boundary marks meanders as seawar_ extending tongues of warm water

off of Vancouver Island. _ile this appears to contradict the geo-

strophic relationship it should be remembered that especially in
spring salinity plays a significant role in establishing the coastal

current (Tabata, 1976).

That this instability mechanism may be operating farther south
along the west coast of North America is suggested by the marked

tongue-like meanders in Fig. 21, a satellite image from the area off

northern California and Oregon collected on September 13, 1982.

Fourier analys_s of this and other similar images suggests that again
150 km meanders dominate later in the summer. In these images, how-

_ ever, there is also a 200 km length scale which appears to "_ asso-
ciated with the large horizontal scale of the topographic z dges in

this region. Thus once again both bottom topography and non-linear

interaction appear to influence the formation of current meanders as

expressed in infrared satellite sea surface temperatures. As recent-

-_ ly discussed by Mooers and Robinson (1984) meanders, eddies and even

dipole eddies have been observed in hydrographic data collected in

_- this region during summer. This provides independent evidence of the
instability mechanism inferred from the infrared satellite imagery.

i

In summary surface temperature patterns, as revealed by infrared

satellite imagery, contain large scale (120-150 km) meanders in

- spring and winter consistent with the length scales predicted by
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linear instability theory for these seasons. In summer non-linear
mechanisms are more important and a non-linear numerical model simu-

• lares the evolution of meanders from an initial scale of about 75 km

to that of 150 km over a period of about 45 days as seen in series

of summer infrared satellite images. In summer the meanders appear

as ccld tongues of upwelled water extending seaward from the conti-
nental shelf. Numerical simulation also documents the excitation of

the initial 75 km meanders by similar sized variations in the bottom

topography. In all cases the primary instability mechanism is a bar-

oclinic transfer of energy from the mean shear into the meanders. In
summer the large-scale meanders grow to eventually shed cold cyclonic

eddies thus dissipating energy from the mean flow. Satellite images

from northern California and Oregon also appear to exhibit surface

temperature pattezns consistent with this baroclinic instability
mechanism.

CONCLUSION

Batellita infrared images from the Canadian east coast suggest

a relationship between the path of the Labrador Current and the

shape of the continental shelf break. Water from Hudson Strait is
seen t:; contribute to both the near and offshore branches of the

Labrador Current which is seen to separate just southeast of Cape
Chidley. Between the current branches the ocean is relatively warm

in summer and generally ice free in winter/spring. Also related to

the shape of the continental she_f break, current meanders form off

the Canadian west coast and appear as tongues of warm and cold water

in infrared satellite images. Length scales of these meanders (120-
150 km) are consistent with linear instability theory in spring and

winter while non-linear numerical simulations correctly reproduce

the summer/fall meander evolution from 75 to 150 km length scales.

Baroclinic instability associated with the structure of the mean

flow is responsible for the growth of these meanders and the subse-

quent shedding of cold, cyclonic eddies.
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Fig.

!. Station array and O/lO00db dynamic height streamlines off the
Canadian east coast (from Smith, 1937).

2. a) Infrared (I0.3-II.3_) image of the central Labrador Coast on
July 18, 1979. Light tones represent cold sea surface
temperatures.

b) Interpretative map of Fig.2a. Heavy dashed line represents the
cold/warm boundary in Fig.2a. Cloudy areas are cross hatched.
Bottom topography contours are in meters.

3. a) As in Fig.2a for Aug. 19, 1980;

b) Interpretation map of Fig. 3a. Conventions are the same as in
Fig.2a.

4. Infrared image of the mouth of Hudson Strait from June 28, 1981.

5. As in Fig.4 for July 15, 1981.

6. As in Fig.4 for July 29, 1981.

7. As in F_g.4 for May 29, 1981.

8. Visible (0.58-0.68p) image of the Labrador Coast from April 18,
1981.

9. Reference map for the west coast. Dashed lines are the 200m and
500m depth contours while the "+" signs mark current meter
locations. Boxes labelled A through G are portions of the
numerical model domain.

I0. Infrared image of the west coast of Vancouver Island from July 21,
1980. Heavy dashed line is an estimate of the surface current
axis.

II. As in Fig.lO for July 28, 1980.

12. As in Fig.lO for Aug. 24, 1980.

13. As in Fig.lO for Sept. 14, 1980,

-- 14. As in Fig.lO for Oct. 2, 1980.

15, Schematic time series evolution of the surface current axls relative
.,,,q to the baseline in Flg.9.
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16. The four layer model used for linear stability theory and nonlinear
numerical simulations.

! 17. Schematic time series evolution of the surface current axis fro_ the
numerical simulation. Numbers in parentheses refer to actual
elapsed days.

":i 18. Diagram of topographic obstructive u3ed in the model along w_th a.+ plan view of the numerical model domain.

{ 19. As in Fig.lO for Nov. 27, 1981.

20. As in Fig.lO for April 6, 1982.

21. Infrared image from the west coasts of Oregon and northern

1 California from Sept. 3, 1982.

463

®
'l

+

1984019194-462



.,j ®
4P

ORIGINAL PAGE Ig
"" OF POOR QUALITY 60 50 40°W

o GREENLAND

\ -
RESOLUTIOI -.4

ISLAND m

-4

OOD

HUDSON . 60ON
60°N

40°W
UNGAVA LABRADOR

BAY SEA

HOPEDALE

HAMILT,
INLET

LAKE
MELVILLE

50
50

-,,11

j_lm |

_- 60 50°W
464

f

1984019194-463



ORIGfNAL PAGE !_
OF POOR QUALrrY

64 62 60 58 56 54 52°W

59°N "_" J." N 59°N

_" '5858 ..,..

L_

d

,Ip

_4

1D

=D 465 I .

®

1984019194-464



%.

, ORIGINALPAGE lg
_ OF POOR QUALITY

r"

--'Q

llq 466

®,

1984019194-465



.@
ORIGINAL PAGE lg

OF POOR QUALITY

• 68 66 64 62 60 58 56 54 52°W
o

63ON
6_°N

62 62
I000

500 _.

6 1 500 6l

12500

60 "v"--, 60
ZOO :3000

59 /) 59

58 58

56. 56

55 55

54t JULY 18, 1979 54

" 5,'3 CLOUDS 55

52 " •-.• 5?-
• , • _ • •

• • : : - ; " : . : , : .

. G8 67 66 65 64 65 62 61 60 59 58 57 56 55 54 53 52"Wi
Ih

2' 467

t

r

] 9840 ] 9 ] 94-466



62 |ooo15oc

soo "-_ 6_

61
z_oo 60

50(

60 59

59 58

58 5_

57, 56

55 - 54

54 AUGUST t9, !980 55

"_ _ CLOUDS53 5_

" 53 57-'W
52.-" : " : • : "'" 51' 56 55 54

" "P • t,_,,, 68 61' 66 65 64 63 6?- 6t 60 59 58

_; /,68

1984019194-467





I

®,

1984019194-469



.4,1t_ :

ORIGINAL PAGE IF
OF POOR QUALITY

- ,D

,4P

II
471

,r

1984019194-470



°,l

OIqGINAL PAGEl_J
' OF POOR QUALITY

_, 50Om 200m - -.- "_ ............... "_ .....
• , , .... , _. _,

• ',_0 J • _}. • %19.

• - _ . _-_ ---, ', _ .... a
•. ,_ • - }-_ - -- un._ ___ /_t _

_,-_. _ :... : "_:, y--,,. -,,, 11
'- " _ • " "if" " ,,Pt" "

•Eri- .+ :_: :
"" D ."EP5 .-'_ _"

• .. " .. _ b_J_Qqb , "''" ,.

:'.: _" • .. ,,..._._ ."
:_, /,'_ ." .

"" " " ..'._d_'¢_ v'. ,'. •

, . .'- "k #• • t, ,,lib•
• 'F ° ." %%_
• • • ° .

!j
............................ "...:....... ;'.:......"TI
129:127 1

Figure 1 The area observed by satellite Infrared Images. Nearly

"- vertical and hortzont_A dotted 14nes denote lon91tude and

latitude, respectively. Ftve current _ter moor|ng $tattons

"" (BP2. (P3. (P4. (Pb. CZI) are indicated by *. 200 • and 500

m.tsobaths by broken 11nes. and the domatnof n,mertcal

-a calculations b? iI lon9 rectangle dt :tded tnto seven smaller

_4
: recking1 es.

472
i

®

1984019194-471



1ClP,AA I (3dQA ,4"7")



_-_ " LE ORIGINALF,_.G£:_

.: ./ _0_/_ _;:__ OF POOR QUALIT_

"_. E -_/
". / _ ",\ "..

(,,rj _,(" ".. "', "',

r.

474 C) (" _L_-". %--'"
= CD

1984019194-473



x(Northwest)

"_ ORIGINALPAGEI, 7

OF POORQUALI'I____.t__

(Offshore)

Y< p1=1.0253 ._-_--'-i: 150m

£2--1-0268 .._i2:450m_._.
f

£3=1-0274 , 3=700m
1

f

¢

p_-1.027__ F,_: 700m
8 ......... J""

_ 2

x.u (cm s4)

_ 40.8 ! 20 W N

__ U2 _EY S

f• .
,,,,-_ 20.4 1-20l_" Ptane View

475

I

1984019194-474



""- ORIGINAL PAC_ 1_

Of-POOR QUALITY r*-

,'_ LL

*o "

• =e

X _ °.
0
It

_ °o

°Ro

o ,//%:,,).""-'

o_
-- cOLo
_"_ Ii_

-. Z',cr--'--
>

l

476 _'

1984019194-475



N
N .... ;
I 477 ;

®,
t

....

1984019194-476



ORIGINAL PAGE I_

OF POOR QUALITY

478 ,. ....

®'i

1984019194-477



N84 2 7. 0G
THE DEPICTION OF THE ALBORAN SEA GYRE DURING DONDE VA?

"_ USING REMOTE SENSING AND CONVENTIONAL DATA

Paul E. La Violette

Naval Ocean Research and Development Activity

NSTL, MS 39529 U.S.A.

ABSTRACT

Experienced oceanographic investigators have come to realize thct remote sensing

techniques are most successfu2 when applied as part of programs of integrated
measurements aimed at solving specific oceanographic problems. A good example of

such integration occurred during the multi-platform international experiment, "Donde
Va?" in the Alboran Sea during the period June through October, 1982. The objective

of "Donde Va?" was to derive the interrelationship of the Atlantic waters entering

the Mediterranean Sea and the Alboran Sea Gyre. The experimental plan conceived

solely with this objective in mind consisted of a variety of remo_e sensing and

conventional platforms: three ships, three aircraft, flve current moorings, two

satellites and a specialized beach radar (CODAR). Integrated analyses of these

multlple-data sets are still being conducted. However, the initial results show
detailed structure of the incoming A_lantlc Jet and Alboran Sea Gyre that would not

have been possible by conventional means.
J

i. INTRODUCTION

In Lhe past (and to a certain extent, at thls writing) most ocean studies

utilizing satellite imagery have been descriptive in nature. Normally, they implied

that certain ocean events were taking place, based on a general knowledge of the

regional oceanography, past experience with the phenomenon under discussion, and
information on the meteorological conditions occurring at the time. Such descriptive
studies have and will continue to be useful. There is no question that the broad

synoptic views provided by satellite imagery provide valuable insights to the
physical and biological events taking place in the ocean. Many of the studies now
being conducted on fronts and eddies have evolved to their present state due to
information provided by satellite lmagery.

Technological advances in Interactlvc computer systems, advanced satellite
--_ sensors with improved calibrations, and the development of more accurate sensor

algorithms have allowed satellite data to shiit from a purely descriptive tool of
. ocean research to one that Is equally quantltatlve. As a result, experienced

_. oceanographers have come to reailze that satellite data are most useful when applied

,_ as an integral Dart of an ocean date set whose collection is aimed at solving
specific oceanographic problems.
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To be successful, such an approach requires that the investigator reexamine some

".. of the basic concepts of his study field. The statement that the physical, chemical,

and b_ologlcal processes taking place in the ocean are normally interrelated is not a

platitude. One must force oneself to remember that, although these relatlonshlps are

not linear, a thorough understanding of the various processes taking place in any one

discipline, quite often requires a broad understanding of the processes occurring in
others. For example, a synoptic quantitative view of the spatial and temporal events

taking place in and about the region of a front would be needed for a proper study of

some particular single aspect of the front. To a limited degree, satellite (and

aircraft) remote sensing techniques can now provide these synoptic and quantitative
views.

The limitations are imposed by the fact that remote sensors have no direct
connection with the ocean. Data collection using these techniques is, thus, limited

to the utilization of the electromagnetic radiation of the ocean. However, the data

blended within a strong integrated data collection program (i.e., remote sensed and

in situ data) can be descriptively and quantitatively used to bring about a broad

understanding of ocean processes.

A good example of such integration occurred during the multl-platform,

international experiment, "Donde Va?" in the Alboran Sea during the period June

through October, 1982. The objective of "Donde Va?" was to derive the

interrelationship of the Atlantic waters entering the Mediterranean Sea and the

Alboran Sea Gyre. The experimental plan, conceived solely with thls objective in

mind, consisted of a variety of remote sensing and conventional platforms: three

ships, three aircraft, five current moorings, two satellites, and a specialized beach
radar (CODAR) (La Vlolette, et al., 1982; Kinder, 1983). Integrated analyses of

these mutiple-data sets are still being conducted. However, the initial results show

detailed structure of the Inflowlng Atlantic water and Alboran Sea Gyre that would

not have been possible by conventional means. Portions of the results of this

experiment are presented here to illustrate the philosophic remarks made above.

2. THE ALBORAN SEA

- The Alboran Sea is the most western cf the series of seml-enclosed, evaporative

basins which form the Mediterranean Sea. As such, the Alboran Sea forms the first

junction between the warm, highly saline waters of the Mediterranean and the colder,

less-sallne waters of the Atlantic. The circulation and physical properties of the
waters in the Alboran Sea reflect this Juncture. Atlantic water flows into the basin

from the west through the narrow (20 km) and shallow (300 m) Strait of Gibraltar to

form a 200 m surface layer (Lanolx, 1974). Mediterranean water (13.1°C and 38.4%)

. r entering the Alboran Sea through its broader eastern end, flows westward below the
Incoming Atlantic water continuing out of the Mediterranean through the Strait of
Gibraltar. Mixing between the Atlantic and Mediterranean waters is continuously

-. taking place in the Alboran Sea, and the vertical and horizontal variations of

-_I temperature and salinity that are found in the upper 300 meters are a result of thls
mixing.

pm_
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The narrowness of the Strait of Gibraltar, the angle of the strait with respect

• to the Alboran Sea, and the effect of the earth's rotation control the mean posltlons

of the two water masses in the sea (Preller and Hurlburt, 1982). Imposed on these

mean conditions are the long-period changes created by year-to-year and seasonal

variations in the rate of evaporation within the Mediterranean and the short-term

changes caused by the tides and meteorological events (Frassetto, 1960; Peluchon and

Donguy, 1962; atld Crepon, 1965).
%

These physical controls force the Atlantic water to enter the Alboran Sea as a

band less than 30 km wide and at a speed of greater than i00 cm/sec (Lacombe, 1961;

Peluchon and Donguy, 1962; Lanoix, 1974; Cheney 1977; Cheney, 1978; Wannamaker, 1979;

and La Vlolette, 1983). Once in the sea, the band of Atlantic inflow tends to bend

southward to form a clockwise circulation system called the Alboran Sea Gy_e which is

a permanent feature occupying most of the basin west of Alboran l_land. When the

water of the gyre reaches the African coast west of Cape Tres Forcas, (normally around

3°30'W) it splits into two branches--one flows west along the coast toward the Strait

of Gibraltar, and the other into the sea's eastern basin to form a series of less

intense, smaller gyres that hug the African coast. A classic depiction of the gyre

is shown by Lanoix (1974) who used ship data collected in July and August 1962 to

form a chart of dynamic topography (Flgure i).



"_ For the purposes of this paper, it most be understood that the problem with

studying the currents that constitute the Alboran Sea Gyre is the difficulty in

quantitatively measuring the spatial changes that occur in time. An enaminatlon of

satellite imagery _hows that the surface thermal gradients associated with the

Atlantic inflow have large spatial variations that occur over a few days. Although a

number of investigators (Cheney, 1978; Cheney and Doblar, 1982; Wannamaker, 1979;

Gallagher, et al., 1981a; Callagher, et al., 1981b; Philippe and Harang, 1982) have

used satellite imagery in their studies of the Alboran Sea, very little work has been

done to quantitatively associate the surface radiation temperatures shown in the

thermal imagery with either the subsurface temperatures or the r_gional flow.

If the large day-to-day horizontal temperature changes shown in the satellite

infrared (IR) imagery reflect current variations, then composltlng current-related

measurements made over longer periods such as weeks, can mask critical movemeats in

the current. For similar reasons, pos[tionlng long-perlod current moorings across the

hlstocical location of the axis of the Atlaqtic inflow can result in a deceptive data :

set. The thermal gradient changes shown by the sate]llte IR data indicate that the

axis of the Atlantic inflow varies considerably from the historical mean. Thus,

without simultaneous horizontal data to aid in the analyses, interpre_ztirP of the

current mooring data by themselves could lead to erroneous ¢z..czusions. Similar

remarks may be made concerning analyses of vertlo_! .ections of temperature or

salinity that do not include coincident horizontal data.

In effect, to fully unde=_tand the conditions which create the Alboran Sea Gyre,

data collections must be made that include horizontal, as weil as vertical, data

sets. With this methodology as a basis, the Donde Va? experiment was conducted in

1982, with the methodology of the data collection ] ylng particular emphasis on

measuring the Atlantic inflow.

3. THE SATELLITE AND IN SITU DATA

3.1 Satellite Data Registration:

Accurately locating the geographic position of dynamic ocean features seen in

satellite imagery Is a major problem. Good earth referencing is inportant,

especially if satellite data are to be correlated with other satellite, ship, or
aircraft data.

rIROS-N and post-TIROS-N satellite data (NOAA 6, 7 and 8) distributed in

computer compatible tapes (CCT'S) by such satellite data distribution centers as

NOAA/EDIS (U.S.) and CNS (France) have incorporated in their data geographic
b

--. positions. Imagery constructed from these data have been shown to have standard

,8 deviations of 1.7 km about mean errors of 3.7 km (Clark aud La Violette, 1980). This
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accuracy allows the registration process to be taken one 3tep further: i.e., to

allow common map projections to be made, such as mercator or equal area projections.

The method often used to warp NOAA type data to various standard map proJectlons

utilizes two-dimensional, thlrd-order polynomials derived from the latltude/longitude

data on the CCT. In the Mediterranean, with its easily identifiable landmarks and

comparatively short fetches, these registrations can be improved upon and made
extremely accurate. Figure 2 showing the Alboran Gyre is a good example. The results

of such warping can be done with sufficient accuracy to produce tlme-lapse sequences

(movie loops) of oceanographic features with no noticeable mlsreglstratlon Jitter.

3.2 Acmospherlc Correction of Satellite Data:

In addition to the obvious interference of clouds, the more subtle degradation

of infrared and visible satellite imagery by ab_orptlon and radiation of the
atmosphere moisture and aerosols plays a large role in limiting the oceanographic use

of imagery in these spectral ranges. These atmospheTic constituents must be

compensated for in order to quantitatively compare one day's images to another or to
in sltu data. This problem has several possible solutions.

To arrive at the absolute temperatures of the ocean, infrared imagery may be
corrected by several methods. The one showing the most promise is the multlchannel

slngle-satellite approach (McClain, et al., 1982). The principle behind the
mutlichannel correction is illustr_ted in Figure 3. The three IR channels of the

Advanced Very High Resolution Radiometer (AVI{RR) aboard the NOAA-7 satellites used in

this study, cover spectral ranges respectively of 3.55-3.93 microns, 10.5-11.5
mlcons, 11.5-12.5 microns, referred to as the 3.7 mlcr_n, II micron, and 12 micron

channels, fall within "atmospheric windows." These _pectral bands thus, have

relatively high transmittances with regard to middle- and far-lnfrared spectral range

energy emitted by the ocean surface. The most significant atmospheric absorption
constituents in these regions are water vapor and aerosols. However, the amount of
absorption varies for each spectral region: the 3.7 mlcron.channel has &
transmittance of approximately 90%, the II micron channel has a transmittance of
approximately 75%, and the 12 micron channel transmittance is approximately 80%.
These variatlcn_ in infrared transmittance for the same ocean scene allows an

atmospheric moisture correction to be _ade that will result in absolute ocean
temperatures. An empherlcal algorithm can be derived by subtracting the effects of

. . one channel from another with the remainder being a factor of the amount of moisture
present in the atmosphere.

Although limited to night use, one of the preferred cbennels to use (because of
its high transmittance rate) is the 3.7 micron channel; however, high noise levels in
this channel in the NOAA-7 and NOAA-8 satellites have, until very recently, precluded
any real use of multlchannel algorithms.
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. Ftlure 2. Satetlite (a,b) and aircraft (c) s+a surface temperatures for the AJ_ran
Sea for 6 _tober 1982. To produce the theist image the satellite data was

•- relistered to a _rcator projection and then atmosphericalty corrected using an
atlorit_ developed by _Clatn, eta'., 1982. The correction leaves a systematic
_8¢tive bias to the data of approxlmatety 1"C. In this instance, a study of 78

"'.. aLrcraft XBTI dropped within three hours of the satetllte overpass showed a blas of
eMctly I"C with a standard deviation of 0.6°C. The Isollnes in (b) are coaputer

smoothed outlines of the equivalent temperature values of the atmospherically
_._ corrected the_a_ L_ge (_ Vto_ette, t983).
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Figure 3. The wavelength of the three channels of the NOAA AVHRR as a function of

transmittance for an atmospheric path containing 1.7 cm of preclpltable water.

3.3 The Alboran Sea Satellite Data:

One of the primary satellite sensors used during Donde Va? Is th= AVHRR of
NOAA-7. The II and 12 micron channels of this radiometer are the principal data
sources. The HOAA satellite -nd the AVIIRR ere described by Schwa!b (1978) and Hussy
(1979).

During the period November 1981 through October 1982, NOAA-7 data of the Alboran
Sea were collected and examined at the Centre de Heteorlogle Spattale (CHS) satellite
data receiving station at Lanton, France. The data ware used In the fleld to help
operationally control the survey and retained for post-survey analyses. Frou these,
24 AVHRR tapes were selected for the [erlod 5 through 20 October 1982 that were
sufficle,-Lly cloud-free to use In the present analysis. Then tapes were callbraged,
atmospherically corrected and geometrically reglsterad (to a mercator projection)
uslng the Naval Ocean Research and Oevelolasent Activity (NOIDA) Interactive computer
system. The atmospherlc-corrections were made using the apilt-vlndov technlque
developed by HcClaZn, er al., (1982).

k
p_

In addition t,_ the NOAA-7 AVHRR data, NIMBUS-7 Coastal Zone Color Scanear (CZCS)

did data are used. A description of ti.e NIHDUS satellite and the CZC8 can be found in
,_l Hovis, et al., 1980.
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• 3.4 The Surface Data:

Most of the nonsatellite data used in thi_ study were obtained from a United

States Naval Oceanographic research aircraft. These data include both oceanographic

and meteorological information. The aircraft made four mapping flights that
.-ollected continuous precision radiomerrlc thermometer (PRT-5), airborne expendable

bathy=b_rmo_raph (AXBT), and sonobuoy (drift) data over the Alboran Sea west of
Alboraa Island (since the zncomiu_ At.antlc water is restricted to the upper 200 m,

these temperature data include all of the Inflowlng water). A full description of
this aircraft's instrumentation during Donde Va?, as well as extensive analysis of
the collected data can be found In La Violette (1983) and La Vlolette and Kerilng

(1983).

The remaining ocean data were collected by Donde Ya? research vessels using

conventional expendoble bathythermographs (XBTs) avd Conductivity/

Temperature/Depth (CTD) profilers. These ves,_!s =iso provided meteorological
information for selected days and positions. Additional weather data were obtained

from Spanish coastal metecrvioglcal stations, a speclal Spanish weather station
established on Alboran Island, and from the Royal Air Force Meteorological Office,
Gibraltar.

4. ANALYSIS AND DISCUSSI6N

The twice-daily passes of the NOAA-7 over the study area permitted almost
continuous moitorlng of the surface thermal changes that occurred in the Alboran Sea

Gyre during the October period when intensive air and sea measurements were being
conducted as part of Donde Va?. The NOAA-7 infrared imagery show that a number of
submesoscale cold-water features were being advected about the gyre during that

period. Although the present study is centered about the October 1982 movement of
these cold-water features, the features are also visible in almost all of the

satellite infrared imagery collected during the one year Donde Va? study period

(November 1981 through October 1982). An examlnatle- on satellite imagery of other

years also show these mesoscale cold-water features are n_rmally present as part of
the Alboran Se_ Gyre. In fact, two features similar in appeara,,ce and location to
the cold water features can be seen in the dynamic topography presentation by Lanolx

(1974) in Figure i.

Figure 4 shows two sequences of five images each spaced 12 hours apart starting
" on the afternoon o{ 6 October through the afternoon of 8 October, 1982 for one

• sequence and for the period from early morning ii October through the afternoon of 13

_- October 1982 for the other sequence (the image from the morning pass for 13 October
has been omitted from the second sequence because of clouds). The arrows, dots and

.s Figure 4. Registered and atmospherically corrected NOAA-7 infrared imagery of the
Albo=an Sea for the periods 6 through 8 October and 1 through 13 October 1982 (La

- Violette, 1984).
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Figure 5. A plot of the complete track of the feature marked wlth a "bar" in Figure

4. The arrows represent the direction and speed of the wlnd at or near the tlme of

the plotted position of the cold water feature (La Vlolette, 1984).

bars in each of the imagery trace the movement of two cold-water features from their

apparent origin east of Gibraltar across the top of the gyre. The flve-lmage

sequence covers only portions of the features total movements. In Figure 5, a plot

of positions taken from satellite data, shows the complete circuit of feature #6 (the
bar Jn the second sequence) around the gyre until It became hidden by clouds on the
afternoon of 14 October.

The vertical sections in Figure 6 constructed from AXBT data along 36°N

- latitude, shows the structure of three of the cold water features with depth. These

sections show that generally the cold water in the area had upwelled from greater
than i00 meters. In addition, data from the USNS BARTLETT for 7 October 1982, (CID

station 120--T. Kinder, personal communication) give salinity values of 36.73 ppt in
the same area as the feature for 6 October. Comparison of these data with historical

_-" data (e.g., Lacombe and Tchernla, 1982) indicates the upwelled water is of Atlantic

origin.

"-,41 Note that in the second flve-image sequence of Figure 4, another cold-water
-I_1 feature can be seen to develop on 12 October in the region east of Gibraltar. During

-11 the aircraft flights over the front, it was noted that sharp color changes were

coincident with the thermal front. This effect suggested a method to derive the
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Figure 6. East-west vertical temperature sections taken along the 36° latitude (data
based on aircraft XBTs), The arrows refer to cold water features found near the

Strait of Gibraltar. The 6 October arrow refers to the "v's" in Figure 4, whereas

the arrow on Ii October refers to the "bars" shown in the same figure (La Vlolette,

1984).

.f

movement of the front for periods less than 12 hours. An enlargement of the IR image

for the afternoon of 12 October (1501 hrs) Is presented in Figure 7 together with

NIHBUS-7 CZCS visible image of the same area for 1155 hrs of the same day. (The

. CZCS enhancement uses the principal component analysis method described in Holyer and

La Violette, 1983. This particular enhancement is designed to show the distribution

of Examination of the NOAA imagery shows that the feature (called here
c;llorophyll).

,=, feature #7) moved approximately 17 km in the Ii hours from the tlme of the morning

NOAA IR image to the tlme of the afternoon NOAA IR image; or at an average speed of
_- approximately 0.4 m/sec. The CZCS image indicates a movement of approximately 9 km
!
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Figure 7. The short term movement of Feature #7 shown by Nimbus CZCS visible and
NOAA-7 AVHRRinfrared imagery. The movement amounting to approximately 9 km took
place between 1155 (Nimbus) and 150). (NOAA) hours GHTon 12 October 1982 (La
Violette, 1984).
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in the time between the Nimbus noon pass and NOAA afternoon pass (i.e., If one

assumes that the sharpest gradient change in the CZCS image is directly associated

with the sharpest thermal gradient in the NOAA imagery.). This equates to a movement
of 0.8 m/sec or twice the rate of movement for the ll-hour period between the two

NOAA imagery. The figure glves a graphic indication of how much movement can take

place in four hours.

Figure 8 shows feature #8 as defined by the satellite and aircraft data. The

aircraft PRT and AXBT data analysis shows the spatial continuity of the feature dow_

to 350 m. However the vertical section in Figure 6 ludlcates the upwelling doe_ not

appear to go deeper than 75 m. Because of clouds, this feature was visible _,lonly
three of the IR i_agery.

In comparing the different cold-water features, it is importart to note that

they are not equally distinguishable in the thermal imagery. In the fifteen-day

period, only nine are distinct enough to be tracked fer several days_ In addition to

thermal clarity, the times the features can be t=acked are limited by cloud cover.

The two flve-image sequences presented here show that the adcectlve movement of the
features are easily followed (the author has made a loop-movle for the full fifteen

days which shows this advection quite graphically). It is, however, more difficult

to assign a particular point on any one feature and then precisely track that point

from image-to-image as the feature moves abo t the gyre. Nevertheless, reasonable
measurements of speeds may be made by marking the general leading edge of the feature

with indicators such as the arrows in the first of the flve-lmage sequences. Such

measurements show that the advective speed of the features varied from day-to-day;

ranging from 0.2 to 0.6 m/see with the average speed being 0.4 m/see.

In a study of the drift rate of sonobuoys dropped from the Navy aircraft during

9 through 18 October, La Ylolette (1983) shows that surface currents associated with
the incoming Atlantic water flowed at speeds equal to or greater than 1.0 m/see, and

that on the average, the fastest speeds (i.e., speeds of > 1.2 m/see) were limited to
a band less than 16 km wide centered approximately between the 17° and 18°C surface
isotherm. Of interest is the fact that the band of fast moving surface water flowed

just inside the periphery of the advected cold-water features shown in the satellite

imagery. (The arrows in Figure 8 represent the sonobouy drift data analyses.)

Comparing the average drift speed of the sonobuoys (> 1.2 m/see) at the
_ periphery with the average advective speed of the cold-water feature (0.4 m/see)

gives an indication of the differences between the surface cucrents and the

translation speed of the cold features in the area of the Marbella Lines. As the

._ features were advected around the gyre, these differences were reduced. Examination

of the sonobuoy-based current data dropped in the neighborhood of Alboran Island on
" 18 October and the advected speeds derived from the 18 and 19 October imagery reveals

that while the sonobuoy drift speeds decreased sharply from the velocities found

- south of Marbella, the translation speed of the features remained essentially the
- same •

+I
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5. CONCIUSIONS

%

file above discussion and data analyses were liberally extracted from La Violette".=

(tq83) and La Vio!ette (1984). It ts suggested that the reader refer to these

studies for a more extensive analysis. From the brief discussion presented here, it

is shown by the satellite data that, rather than being a simple linear flow angled
into th_ _.ikira, Sen from the Strait of Gibraltar, the incoming Atlantic water and

the continuously generated co_o-waLeL [e=tureq east of Gibraltar are linked.

The complexity of the data together with the rapid change in conditions show why

any regional current study must be accompanied by horizontal and vertl_l data. In

thls st_,dy remote sensors aboard satellite and aircraft provided thls data_ with the

aircraft XfT also providing temperature information down to 350 m. In comp_cison,

the satellite and aircraft data show the close relationship of the surf_5e and

subsurface waters down to 20 m and greater (Figure 8). Thus, the data indicates that

the structural displays of ther;_al gradients shown by the satellite Imagery may be

reliably used as Indications o= conditions in the near-surface layers.

The puLpo_e of thiq paper is to show that satellite data may be used as a

reliable, quantitative input to an Integrated ocean data set. Emphasis has been

placed on understanding the oceanography of the region and knowing the limitations of

the satellite data. Other basic concepts such as computer techniques are required If

the data are to be quantitatively used. Certainly, atmospheric corrections provide a

reliability of the therma! values presented In the imagery. Thls, in turn, provides

a continuity that can be expanded to thermal data from other sources. Proper

registration is also extremely useful In allowing several days of data to be studied

as a temporal contl_uity.

As the study presented has attempted to show, the exploitation of satellite

imagery in conjunction with other data sources can provide an imaginative

investigator wlth a powerful analytical tool to study the ocean.
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ABSTRACT

Mesoscale variability has been obtained for the world ocean from

satellite altimetry by using the repetitive tracks data of Seasat

(Cheney, R., 1982; Menard, Y., 1982). No significant results were

obtained for the Somali current area for two main reasons: the rep-

etitive tracks are too sparse to cover the expected eddy pattern and
these data were obtained in late September and early October when

• the current is strongly decaying. The non repetitive period of

Seasat offers _he possibillty to study a dozen of tracks parallel to
the eddy axis or crossing it. These are used here to deduce the

dynamic topography of the Somali current.

- The first part of this work consists in reducing the errors on

the data. Bad data are eliminated when the wave height is smaller
than i0 centimeters or when the absolute value of the altimetric

height above the Marsh mean sea surface is greater than 8 meters.

Tides and orbit corrections are performed by calculating a bias for
each track in order to minimize the crossover PMS difference; this

difference is reduced from 2.55 meters to 29 centimeters. Then,

tracks a_e compared between them in order to detect the eddy signal:

4 tracks separated by less than I0 km can be assumed close enough with

regard to the scale of the oceanic dynamic topography fo_" their dlf-

ferences to be a measure of its variability; the gravimetric, bathy-
metric and magnetic data in the area give reasons to believe that the

geoid is smooth there, and that the differences between these track

.; data cannot be due to the gravity field.

Furthermore, this variability compares well with that deduced

from XBT data obtained at the same period along the Tanker sea lane

(Swallow, J.E. and M. Fieux, 1982): this lane is quasi-parallel to

and superimposed with three Seasat tracks. The variability profiles
show the same extreme¢ at the same locations, and follow the same

evolution with time: the maximum slope differences appear from 7" to

10" between early and late July (the height difference is 49.5 cm for

!
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the Tanker data and 55 cm for 3easat). It decreases in August (re-

spectively, 41.5 and 47 cm).

Finally, we are building a local geoid using a collocation in-
verse method to combine surface gravity data (see map) and altimetry:

the repetitive tracks show no variability (which confirms that the
current is quasi-inexistent at that time) and can be used as data for

the local geoid. This should provide a measure of the absolute dy-

namic topography of the Somali current.

w_
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,SATELLITE R£_1OTE SENSING OVER ICE

Robert H. Thomas

California Institute of Technology

Jet Propulsion Laboratory
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Pasadena, CA 91109

Abstract: Satellite remote sensing provides unique opportunities for observing

ice-covered terrain. Passive-microwave data give information on snow extent on

land, sea-ice extent and type, and zones of s_mner melting on the polar ice
sheets, with the potential for estimating snow-acc_nulation rates on these ice

sheets. All weather, high-resolution imagery of sea ice is obtained using

synthetic aperture radars, and ice-movement vectors can be deduced by comparing
s_--w]uentialimages of the same region. Radar-altimetry data provide highly

detailed information on ice-sheet topography, with the potential for deducing

thickening/thinning rates from repeat surveys. The coastline of Antarctica can

be mapped accurately using altimetry data, and the size and spatial distribution

of icebergs can be monitored. Altimetry data also distinguish open ocean frcm
pack ice and _iey give an indication of sea-ice characteristics.

1. INTRO[_JCTION

Most of the world's ice and snow lies in the polar regions, an area of some fifty

million square kilometers that is sparsely populated and, to this day, poorly
explored. ;_ather can be severe at any time of the year, clouds predominate over

vast areas and, for several months each winter, there is no sunlight. Under

these conditions, in situ scientific measurements are time-cons_ing and

expensive, and they tend to be concentrated in locations of logistic convenience,
with little or no coverage between these locations. Indeed, mo6t of Antarctica

remained unvisited and unmapped until after the Second World War, when extensive

airborne surJeys charted much of the coastline and most of the rock outcrops.

More recently, a multi-year program of airborne radio-echo sounding of the ice

cap has yielded maps of bedrock topographf beneath approximately half of the ice
sheet. However, spacing between flight lines was 50 to i00 kin,and information

: density is sparse. Moreover, navigation is poor on most airborne surveys in

polar regions and, unless well-defined control points exist within the survey

area, there are significant errors in both positions and elevations of mapped

features. Thus, mapping of the Antarctic ice sheet is still at a rudimentary

level, with position errors of several kilometers and surface elevation errors of
tens to hundreds of meters.

For many years, the study of polar ice was a pursuit for the dilettante eager to

enjoy the scenery. More recently, however, our increased awareness of the role

of polar ice in modulating and responding to polar climate, in controlling sea

level, and in modifying ocean properties has exposed our lack of understanding of
ice behavior. We do not know whether the ice sheets of Greenland and Antarctica

are growing or shrinking; we do not know how much snow falls on these ic_ sheets,
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how much _urface melting there is, nor how much ice flows into the ocean to form

icebergs; we cannot calculate accurately the forces that drive ice motion; and we
"_ cannot assess how strongly sea ice affects heat transfer between the ocean and

atmosphere and hence influences both ocean properties and climate. We do know,
however, that the polar regions are net dormant and unchanging. Wherever

detailed measurements have been made, the ice sheet locally is either thickening

or thinni_j, and there are major year-to-year changes in sea-ice cover that may

influence weather conditions in areas far removed from the poles. We also know

that predictions frcJm climate models are strongly dependent on how sea ice is

incorporated within the models. Indeed, sea-ice cover is often used as an
adjustable parameter to force model predictions into verisimilitude at lower

latitudes. For predictions of global-climate change due to factors such as

increased CO2, the climate models urgently need more realistic incorporation of
sea-ice response.

Each of these problems can be addressed using data from satellite remote sensing.

Indeed, these data provide our only source of synoptic observations over the

polar regions. A major goal of the NASA research progran in the polar regions is

to improve our ability to convert satelli_e me_urenents into useful geophysical
parameteL-s. In this paper, I shall briefly review satellite remote-sensing

techniques for observing ice cover, provide examples of derived products, and

describe some of my own "_ork on applications of altimetry data over ice.

2. REMOTE-SENSING TECHNIQUES

Until the advent of satellite observations, little was known about seasonal and

year-to-year changes in sea-ice cover. Weather satellites of the National

Oceanic and Atmospheric Administration (NOAA) stil] provide daily images of the

polar regions with a spatial resolution of 1 to 4 kin, and these are routinely

u_gd by the Navy/hKlaA Joint Ice Center to provide weekly analyses of global
sea-ice cover. Higher resolution imagery (tens of meters) is obtained by

Landsat, but not on a regular basis; special arrangements must be made to obtain

images over s_ecific areas. Moreover, all visible and infrared imagery is

severely limited by darkness and/or clouds. In order to overcome this problem,

NASA has developed sensors to obtain microwave data, which provide information

day and night in all weathers. Here, I shall focus attention on these microwave
techniques.

Microwave radiometers

All matter radiates electromagnetic energy as a consequence of molecular

interaction. The energy is emitted over a range of wavelengths, the precise mix

being determined by viewing angle, molecular cumpositlon, temperature, and

material structure. Ice and liquid water have very distinct emission signatures,

primarily because of differences in the way molecn/les are arranged in each.
--- Moreover, different ice samples can have distinct signatures, partly because of

temperature differences and partly because of differences in texture and impurity

content. Snow density, grain size, surface roughness, brine content, and the

-". degree of wetness all influence the radiated energy, and they influence it

,_w differently at different wavelengths. Thus, by sampling an appropriate suite of

wavelengths the ice cover can be distinguished from open water and classified
,_ according to its surface and near-surface characteristics.
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water equivalent and onset of snow melt for seasonal snow cover (Kunzi et al.,

1982) and the regions where summer melting occurs on the terrestrial ic_ sheets

of Greenland and Antarctica (Zwally and Gloersen, 1977). Some of these

applications are still rosearch topics but they promise to become operational
tools within the near future. In addition, it may be possible to deduce

snow-accumulation rates over the polar ice sber_s (Zwally, 1977; 2_tman et al.,

1982). Over sea ice, passive-microwave data can distin_quish water from ice and

characterize the major ice types: new ice, just a few am thick; first-year ice,

generally snow covered and up to 2 m thick; and old ice, which has survived at
least one summer, has undergone deformatio,% and cracking, and is of variable

thickness with a comparatively hummocky surface. Old ice is also distinctive in

having lower salinity than younger ice, and this gives it a distinctive microwave

signature. In this paper, I shall refer to this old ice as "multiyear ice." In
principle, the relative concentrations of water and each of the major ice types

can be distinguished using passive-microwave data at appropriate wavelengths.

Major problems occur, however, during the summer season when the existence of

liquid water on the ice surface significantly affects the microwave emissions.

This problem is currently under investigation by several NASA-funded researchers
(Comiso, 1983 ; Comiso et al., 1984; Carsey, In press).

The spatial resolution of a microwave sensor increases as the wavelength

decreases or as the antenna size increases. %hus, high resolution can readily be
obtained in the visible and infrared, but these short-wavelength radiations are

strongly affected by atmospheric conditions, particularly clouds. Microwave

radiations lie in the frequency range of 1 - 300 GHz (wavelengths from about 1 mm

to 37 cm). They penetrate clouds and can provide all-weather, day/night synoptic

Figure I. The contrast between winter maximum and s_,mer minimum Antarctic

sea-ice cover is clearly shown by these images obtained using ESMR data, with ice

concentration depicted by different grey shades. From Zwally et al., 1983a.
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"" SEA ICE CONCENTRATION MULTIYEAR ICE FRACTION

Figure 2. Arctic sea-lce concentrations and multiyear ice fractions

for February 3-7, 1979, derived from SMMR data. From Cavalieri et al.,
In press, and included here by kind permission of D. Cavalieri.

measurements of several Earth-surface and atmospheric parameters (Njoku, 1982).

The first satellite sensor to provide global information on ice extent was the

Electrically Scanning Microwave Radiometer (ESMR), launched by NASA aboard

Nimbus-5 in December I972. It measured horizontally polarized radiation at 19.35

GHz with a spatial resolution of about 30 km, and useful swath width of 1400 km.

Because measurements were made at only one frequency, there is ambiguity in data

interpretation. However, estimates of ice concentration can be made to an
accuracy of about + 15% in areas where the ice cover is more or less homogeneous.

Antarctic sea ice fulfills these requirements, and ESMR data have been analyzed

to give a time series of Antarctic sea-ice cover from 1973 through 1976 (Zwally

et al., 1983a). Figure i shows the contrast between s_r .minimum and winter
maximum ice cover for 1974. The open water "polynya" s_raddling the Greenwich

meridian in the winter image was first detected in ESMR data. It does not form

every winter, and why it forms is not fully understood. It may be initiated by

wind action, but its survival through the winter must require major upwelling of
__. warm ocean water.

The quality of ESMR data deterioriated after 1976, but they were still used for

_- operational ice forecasting by the Navy/NQAA Joint Ice Center until 1983. In

October, 1978, the Scanning Multichannel Microwave Radiometer (S_MR) was launched
.- aboard Nimbus-7. It has provided excellent data since then and is expected to

continue operating into the mid 80's. _ acquires data in both vertical and

horizontal polarization at these five frequencies: 6.6, 10.7, 18, 21, and 37
-" GHz. Spatial resolution ranges from 30 to 150 kin, depending on frequency, and
a swath width is 780 kin. Data from the 18 and 37 GHz channels are used to obtain

j estimates of both total sea-ice concentration and how much multiyear ice there is
-_ (Cavalieri et al., in press). Figure 2 shows estimates of total ice

=. concentration and multiyear fraction for Feb. 3-7, 1979.
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Starting in 1985, a series of U.S. Defense Meteorological Satellite Progran

-, (EMSP) spacecraft will carry the Special Sensor Microwave/Imager (SSM/I), a

scanning microwave radiometer that will collect data frcm a ]300 km swath in both

vertical and horizontal polarization at 19.35, 37 and 85.5 GHz, and at 22.235 GHz
in vertical polarization only. Spatial resolution will be between 12 and 50 kin,

depending on frequency. Sea-ice parameters will be obtained from the 19.35 and
37 GHz data and, potentially, frcm the 85.5 GHz data, which will provide better

spatial resolution and may i_rove discrimination of ice types. NOAA plans to
archive all SSM/I data, and NASA will process the data to higher-level products

for research purposes.

Passive-microwave data provide excellent global synoptic coverage at low spatial

resolution. Over the next decade, large-antenna radiometers will be developed,

and resolution will improve to perhaps the 1 km level. Inevitably, data rates

will increase and they will require improved techniques for processing and
distribution.

Synthetic Aperature Radar (SAR)

The spatial resolution that can be achieved by a conventional radar is determined

by radar frequency and antenna size. This imposes a practical limitation on the
resolution. The SAR overcomes this by illuminating a swath off to the side of

the spacecraft and discriminating individual resolution cells within the field of

view according to range and Doppler shift in frequency due to spacecraft motion.
The L-band SAR aboard NASA's Seasat, which operated from July to October, 1978,

had a spatial resolution of 25 m and swath width of i00 kin. Data were obtained

at too high a rate (c. 100M bits per second) to be stored aboard the satellite,

and they were transmitted in real time to appropriate receiving stations. A

_ Figure 3. Seasat SAR images of Arctic pack ice taken 3 days apart, and velocity
vectors obtained by comparing the positions of common floes in the two images.

From Rothrock and Thorndike, In press, and included here by kind permission of D.
'_ Rothrock.
.Y
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-. complex processing sequence yields a digital image of the illuminated swath with

intensity proportional to radar backscatter, and an absolute position accuracy of

about i00 m (Fu and Holt, 1982; Carsey et al., 1983).

Seasat clearly demonstrated the capability of using satellite SAR data to obtain

all-weather, high-resolution imagery over sea ice. Figure 3 shows two SAR images

of pack ice in the Beaufort Sea taken 3 days apart, with velocity vectors
obtained by comparing positions of individual ice floes (Rothrock and Thorndike,

In press). The images are filled with ice floes separated by dark areas of

either open-water leads or very new ice. Many of the floes appear to be a

patchwork of smaller units separated by light-shaded streaks, which may represent

collision lines where ice has piled up to form ridges rising several meters above
sea level. Current NASA research is focussed on developing automated techniques

for analysing SAR sea-ice imagery to give ice-motion vectors and to characterize

the ice by type.

Upcoming Space Shuttle missions will provide opportunities to acquire SAR data
over sea ice for short periods and to test data-analysis techniques at different

SAR frequencies. The next satellite SAR will operate at C-band aboard the

European Space AGency's Remote Sensing Satellite (ERS-I), due to be launched in

1987/88. This should provide excellent sea-ice information, and NASA plans to

establish a ground receiving station in Alaska to acquire ERS-I SAR data over the

Bering, Chukchi and Beaufort seas. There will also be ESA and Canadian receiving
stations in Kzruna, Sweden and Prince Albert, Canada and, together with the NASA

station, they will be capable of collecting data from most of the area covered by

Arctic sea ice. Another satellite with the acronym ERS-I will be launched by

Japan in 1990, and this also will carry a SAR. Future prospects include

acquisition of data over Antarctica, where the ice-sheet coastline could be
mapped to an accuracy of about i00 m using SAR data.

Altimetry

Radar altimeters were carried aboard NASA's Geos-3 (April, 1975 to December,

1918)and Seas_t (July to October, 1978_. The Geos-3 orbit lay between latitudes
65VN and 65vS, and the data were used to improve significantly the

surface-elevation map Ofothe Greenland ice sheet (Brooks et al., 1978). Seasat
extended coverage to 72 latitude and provided considerably greater accuracy.

These altimeters were designed to measure ranges to the ocean surface by

transmitting short radar pulses and measuring the time delay until receipt of the

reflected pulse. Pulse rate was approximately 1000 per second and the altimeter

was designed to track the half-power point on the leadirg edge of a composite
return pulse formed by stm_ting 50 consecutive rec_ived pulses. Summation took

account of range changes between pulses by correctir_g delay times for range rate

_ calculated from earlier measurements. In order to obtain high range resolution,

return energy was measured only within a data-acquisition window of about 190 ns

" duration - equivalent to a range window 15 m above and below the measured
surface.

The altimeters worked well over the oceans, where measured ranges charge very
-_ slowly. But over sloping or undulating terrain, the servo-trackirg circuit was

not sufficiently agile to monitor rapidly changing ranges, and the altimeter
,_a frequently loet track of the return pulse. Although this resulted in short

_'.., periods (usually a few seconds) when no useful data were obtained, the Seasat
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Figure 4. Ice surface topography over Greenland, derived from

Seasat altimetry data. The heavy lines delineate drainage basins.
From Bindschadler, In Press, and included here by kind permission
of R. Bindschadler.

altimeter measured more than 600,000 useful elevations on the ice sheets of

Greenland and Antarctica (Zwally et al., 1983b). It is important to note,

however, the physical significance of these measured elevations. The radar beam

produced a beam-limited footprint (BLF) of about 12 km radius, in contrast to the

pulse-limited footprint (PLF) from which reflections comprising the leading edge
of the return pulse were obtained. Over the ocean, the PLF had a radius between
1 and 5 km, depending on wave height, and measured ranges gave the average

" sea-surface elevatiol. _ithin the footprint. Over an ice sheet, however, spacing

between surface undulations approaches the BLF radius, and the altimeter

preferentially measured ranges to the closest undulation summits, averaging the
_- effects of small-scale roughness, such as sastrugi. These summits were not

necessarily directly beneath the satellite, leading to ambiguity when measured

"-" ranges are translated into surface elevations. Nevertheless, satellite radar

altimeters provide the best available data for mapping ice-sheet topography over

%.. the vast areas of Greenland and Antarctica. The resulting surface represents a
_-- smoothed envelope biased clightly above the actual surface (Fig. 4). The

_, smoothing distance is on the order of a few km, and the bias depends on local

j regional slope, undulation a_plitude, and altimeter characteristics. To soma
,e extent, bias errors due to the regional slope can be corrected (Brenneret al., ;
" 1983_.
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Figure 5. %%_oSeasat-altin_try profiles over the Antarctic ice

sheet separated by about 40 m. From Zwally et al., 1983b.

The smoothed envelope obtained in this way is well suited to most glaciological

requirements. Moreover, interccmparison of surfaces obtained from t_o altimetry

missions a decade or so apart would provide clear indication of any regional

changes in ice topography, since the local biasses would be approximately the
same for each survey. Here, however, it is important to note that altimeter

design characteristics must be similar for both surveys. Figure 5 shows two sets

of Seasat measurements along repeat tracks over Antarctica, and gives an
indication of how well the altimeter performed over ice. Range accuracy over

smoother portions of the ice sheet was + 25 _.

Return pulses over oceans and ice sheets generally have a similar shape, with a

fairly sharp rise and a slow decay. But over sea ice, the return pulse has a

:. much sharper rise followed by a quite rapid fall producing a spike characteristic
of a specular reflection. In principle, the shape of this spike can give

information on sea-ice characteristics, such as surface roughness, amount of open

water within the footprint, and ocean swell t_ithin the pack ice. However,

caution must be exercised in analysing existing altimetry data since significant

range-rate errors over sea ice lead to appreciable broadening of the pulse shape
in the Seasat data record, which was formed by summing two adjacent 50-pulse

c_ites. Nevertheless, the altimetry data provide an accurate indication of

the boundary between open ocean and sea ice.

Future altimetry missions will be flown aboard the U.S. Navy's Geosat (to be
launched in 1984), ESA's ERS-I (1987/8) and the U.S. Navy/NASA/NOAA joint mission

N]_OSS (1989). Anticipated changes in altimeter design will probably yield

significant improvements in performance over ice. Moreover, although Geosat will

re,eat approximately the Seasat coverage, ERS-I and N]_SS will provide dar.a to
82 latitude.
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3. MAPPING COASTAL ICE CLIFFS AND ICEBERGS FROM ALTIME_Y DATA

In a recent paper Thomas et al., (1983) showed how the coast of Antarctica could

be mapped using satellite altimetry data. As it approached the continent from
the ocean, the Seasat altimeter obtained strong reflections from sea ice even for

a short time after passing over the ice front (Fig. 6). Measured ranges were

oblique distances to the nearest portion of sea ice, yielding an apparent drop in

surface elevation. The sequence of oblique ranges gives the position of the sea
ice along a segment of the ice cliff that forms much of the Antarctic coastline.

The entire Seasat data set provides an opportunity for mapping this coastline to

_n accuracy of + (0.I to 1 kin), representing a major improvement over existing

surveys. Moreo_r, as the altimeter approached the ice cliff, the intensity of

the radar signal arriving prior to the sea-ice reflection increased due to

reflections from the ice surface inland from the ice cliff. This pre-pulse
intensity reaches a maximtml near the point where the satellite crossed over the

ice cliff, and then diminishes. At the sane time, the intensity of the sea-ice

reflectlon decreases as the reflection becomes more oblique. This is well

(a) (10) (c)

SPACECRAFT /

X
RADAR / \
PULSE / \

"-, / \ • ctt2 t "< /

i I I ; I

2! _ RETURN
_[X]E_Z_Z] PULSE

RETURN PULSE RETURN

PULSE SEA j

ACQUISITION ICE
FOOTPRINT

ACOUhSITION
FOOTPRINT

ACOU_SrnON
FOOTPRINT

--- Figure 6. Radar altimeter approaching an ice shelf and continuing to measure
ranges to nearby sea ice after crossing the ice front. The radar pulse is of

" very short: duration and is represented by the solid line. The acquisition '
footprint (cross-hatched area in (a)) indicates the area from which reflections

_. can be received during the data-acquisition window (of duration 2t). The

pulse-limlted footprint (about 1 km radius) is the black area; the area fl_m
which reflections are received prior to the main return is double ccoes-hatched;
the area contributing to the trailing edge of the return pulse is single

'="_ cro6s-hat.M_ad,c is the velocity of light. From Thomas et al., 1983. !
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Figure 7. Reflected radar pulses obtained at intervals of 0.I s
by the Seasat altimeter as it appL-oachedfrom seaward, and then
crossed Amery Ice Front. Each frame represents a time window of
duration of about 188 ns, equivalent to an elevation difference
of about 28 m. The numbers in each frame give the
altimeter-derived surface elevation in meters above the

ellipsoid. This elevation, before correction for lags in the
tracking circuit, corresponds to the time of the short vertical
line in the center of the window. Frames (i) to (II) represent
oblique ranges to sea with the satellite over t_ ice shelf.
Frcm Thamas et al., 1983.

illustrated in Figure 7, where a sequence of reflected pulses are shown for a
Seasat orbit approaching, and then passing over, the Amery Ice Shelf in
Antarctica. Figure 8 shows the apparent surface elevation of the sea ice and the
pre-pulse intensity plotted against distance al(m_ the subsatelllte track.

Similar effects are noticed when the altimeter passed over icebergs. On each
side of the iceberg there was a rise in pre-pulse intensity; over the iceberg,
both the intensity of the sea-ice return and the measured surface elevation

decreased. Figure 9 shows this sequence, obtained when Seasat passed over an
iceberg near the Greenwich msrldian off the coast of Antarctica. The Sea3at data

set contains many such examples, which we are currently analysing to obtain an
• estimate of lueberg sizes and distribution. Moreover, even icebergs that were

not directly beneath the utellite left an imprint in the data record, since they
_I elevated the Ix_-pulse intensity so long as they lay within the Br2. This pro-
"_ vldes a powerful technique for monitoring iceberg Ix_m_lationin Antarctic Waters,
...- and indirectly obtaining an estimate of ice discharge from the continent.

=, 510

1984019194-508



'9

k

I I' I _ ICEBERG
SEA ICE /_ , SEAICE

---_ ..... 6'16

j,.
<

50

5-- INTENSITY_ '0 = 12

2 4 6 8

Distance (kin)
5 10 15 20

DISTANCE (Kin)

Figure 9. Measurements deduced from
altimetry data obtained on 28 July,

1978, as Seasat passed over _n iceberg
surrounded by sea ice at 69.8vS, 2.4"W.

Figure 8. Apparent surface elevatJon The top plot shows pre-pulse intensity;
versus distance along the subsatel- the middle plot shows peak intensity of

lite track for an orbit crossing the main return; the lower plot shcw_.

Amery Ice Front. Also shown is the apparent surface elevation derived from
av:rage intensity, in arbitrary the altimetry data. Ordinates on the

units, of the pre-pulse radar reflec- top and middle plots are arbitrary
tion. From Thomas et al., 1983. units, en the lower plot they are meters

above the Earth ellipsoid. Abscissa is
distance in km along the subsatellite
track.
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ABSTRACT

Variations of polar sea ice type and extent are of great impor-
tance for climatology and polar resource exploitation studies. This

is particularly true of a region about i00 km wide around the ice

edge where the open sea interacts with the ice. To study this re-

gion in the Bering and Greenland Seas a series of experimental cam-

paigns, the Marginal Ice Zone Experiment (MIZEX) has been planned.

A major objective of MIZEX is the development of a capability to re-
late the morphology and distribution of the sea ice to atmospheric

and oceanographic parameters in an overall model.

A further capability, to infer and predict sea _ce behaviour

from remotely sensed satellite data, is also being studied. This

will be particularly important if optimum use is to be made of the

large quantities of microwave and infra-red data that will be col-

lected in the polar regions towards the end of this decade by the

European Remote Sensing satellite (ERS-I) and the American Defence
Meteorological Satellite Programme (DMSP). ERS-I will provide along-

track measurements of surface altitude and roughness, wind speed and

wave height (1.7 km footprint), wave spectra (5 km _quares every i00

km), ocean surface wind velocity (50 km resolution, 400 km swath)

surface temperature (O.5k, 1 km resolution, 500 km swath) and SAR

imagery (30 metres resolution, 80 knl swath). DMSP satellites will
provide, among other measurements, microwave radiometric imagery at

several frequencies (min spatial resolution 15 km in a 1,400 km
swath).

In February 1983, during the first part of the MIZEX, a 13.7 GHz

microwave radar altimeter/scatterometer having a pulse length of 16
nanosecond_ was flown over the Bering Sea Marginal ice zone. On the

same aircraft were the NASA GSFC 19 GHz Electronically Scanning Mi-

crowave Radiometer (ESMR), scanning radiometers at frequencies of 92

• and 183 GHz and an infra-red, nadir pointing, temperature sounder./

SLAR imagery and laser profilometry were collected in the same area

from a NOAA aircraft and a large number of surface data were col-

_ lected from two ships.

The altimeter/scatterometer was operated in nadir pointing and

conically scanning (5-i0 ° half angle) modes to collect measurements

_- of reflectivity and pulse shapes. These will be related to sea-ice

_ classifications, ocean wave spectra and coincident microwave and

e infra-red radiometxic measurements and laser profilometer surface i

p_ roughness estimates. The results of a preliminary study of t,.e data
-. collected by RAL during the HIZEX-WEST campaign will be presented to-

L gethe- with plans for the 1984 Greenland Sea Campaign.

513 _"

1984019194-511



_THOD TO ESTIMATE DRAG COEFFICIENT AT THE

AIR/ICE INTERFACE OVER DRIFTING OPEN PACK ICE

• FROM REMOTELY SENSED DATA

Uri Feldman

; Department of Geography, Bar-Ilan University

._ Ramat-Gan 52100, Israel

ABSTRACT

A knowledge in near real time, of the surface drag coefficient for drifting pack ice
:_ is vital for predicting its motions. And since this is not routeinly available from
; measurements it must be replaced by estimates. Hence, a method for estimating this
i variable, as well as the drag coefficient at the water/ice interface and the ice

thickness, for drifting open pack ice was developed. These estimates were derived

from three-day sequences of Landsat-I MSS images and surface weather charts and
from the observed minima and maxima of these variables. The method was tested with

four data sets in the southeastern Beaufort sea. Acceptable results were obtained

for three data sets. Routine application of the method depends on the availability

of data from an all-weather air or spaceborne remote sensing system, producing images
with high geometric fidelity and high resolution.

1. INTRODUCTION

The study of drifting pack ice depends on the knowledge of numerous parameters
related to its motion (Feldman and Howarth, 1979). And since data vital for deter-

mining these parameters are not routinely available for the polar oceans they must

be estimated (Feldman et al., 1979, 1982). The purpose of this study is to present
a method for estimating ice thickness and drag coefficients at the air/ice and the

water/ice interfaces for groups of detached ice floes. To this end, a reduced form

of the general equation of motion for drifting pack ice was employed, assuming wind

stress, water drag and Coriolis force to be at equilibrium.

Data were obtained from three sources:

(i) Pack ice speed and direction of motion, which were measured fr: -hree-day

sequences of sidelapping Landsat-1 mul%ispectral scanner (MSS_ ,,i;es.

(2) Surface wind speed and direction, at 10mabove the ice and air denslty, which

"_ were obtained from three-day sequences of surface weather charts, following
the work by Feldman et al. (1979, 1981).

(3) Minimum and maximum values of pack ice thickness and drag coefficients of
its surface and subsurface, which were obtained from observations previously

_r

; conducted in the Arctic ocean.

The method developed in this study is based upon employing three latios between
pairs of the unknown parameters, which could be calculated from the pack ice velo-
city vector and the wind field data, in conjunction with the known minima and-maxima

of the same parameters. The procedure to obtain the estimates was tested by four

groups of open pack ice, consisting of three or four data sets within each group,

which drifted in the Beaufort sea during October 1973, July and August 1974.
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Acceptability of the results was determined from the corresponding values of the
cross isobar angle.

2. PHYSICAL BACKGROUND

The general equation of motion for a unit area of drifting pack ice is given

by Campbell (1965) as

+ T + C + P + I h dV/dt (I)
ra w = Pice

where v is the horizontal air stress at the air/ice interface, v is the hori-
a __ _/

zontal water stress at the water/ice interface, C is the horizontal Coriolis

deflecting force, P is the horizontal marine pressure gradient force, I is the

horizontal internal ice stress, Pice is the ice density, h is ice thickness and

dV/dt is the horizontal ice acceleration. Thorndike (1973) has shown that the

horizontal acceleration term is usually much smaller than all other terms in

equation (I). Therefore, a steady state drift can be assumed (Nansen, 1902;
McPhee, 1982) and equation (1) can be rewritten as

ra + _w + C + P + I = 0 (2)

If this equation is applied to drifting open pack ice, consisting of detached

ice floes, where internal ice stress cannot be transmitted among the floes

(Hibler, 1979; McPhee, 1980) then equation (2) can be reduced to

T + T + C + P = 0 (3)a w

Using data reported by Newton (1973, p.23) it can be shown that mean speed
of ocean currents in the Beaufort sea i_ less than 2m day -1. In addition, Hibler
and Tucker (1979) stated that geo3trophic currents and ocean tilt have a negligible

effect on short term, weekly drifts. Hence, it may be concluded that in the area
of study motions of drifting open pack ice can be determined from a simple steady
state equation, written as

Ta + Tw + C : 0 (4)

--- Nansen (1902), Sverdrup (1928), Shuleiken (1938), Fel'zenbaum (1958),
Campbell (1965), _orndike (1973), Neralla et al. (1980), Feldman et al. (1981)

--- and McPh_e (1982) applied equation (4) in their studies.

Under conditJ:ns of neutral equilibrium within the atmospheric boundary layer

"__ Za : °a Cda U2 (5)

a the drag coefficient at the air/ice interfaceP_ where 0a is the air dm ity, Cd
" _mJ
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; and U the horizontal surface wind speed at 10 m above the ice surface. Under
_g similar conditions beneath the ice (Johannessen, 1970)

w v2 (6)
_w = Ow Cd

where Pw is the ocean water density, C_ is the drag coefficient at the water/ice
interface and V is the speed of the centre of gravity of a drifting group of ice

floes. The Coriolis force may be derived from

C = 0ic e f h V (7)

where h is the ice thickness and f(=2_ sin_) is the Coriolis parameter,

(=7.292 l0-5 s-l) is the Earth's angular speed and _ is latitude.

Resolving the x and y components of Wa' Tw and C from equations (5), (6) and
(7), allows equation (4) to be written as

w v2 (s)a U2 cOS Ay = Pw CdPa Cd

and

a U2 sin Ay f h V (9)Oa Cd = °ice

where Ay, the angle of sea ice deflection (Feldman et al., 1981) is defined as

ay = o. - o (lO)ice U

and @ice and @ are the directions of motion of the pack ice and the surface wind
respectively.

The cross isobar angle, _0 is defined as

AO = OG eu (11)

where OG is the geostrophic wind direction. AO may be obtained from the dif-
ference between equations (11) and (10), written as

AO = _y + OG - Oic e (12)

3. PACK ICE VELOCITY FROM LANDSAT MSS IMAGES
/

._ A number of techniques have been used to calculate the velocity of drifting
pack ice from sequential Landsat MSS imagery CCrowder et al., 1973; Hibler et al.,
1974; Wendler and Jayaweera, 1974; Nye and Thomas, 1974; Nye, 1975 and Sobczak,

i_, 1977). The orbits of Landsat converge in high latitude thereby producing sequences
-_ of four sidelapping images over the Beaufort sea. In this study, velocities of

" four groups of drifting ice floes were calculated over three-day sequences. A
group could consist of any number of single ice floes in close proximity, but in

i

r:
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these cases they ranged from 3 to 26. To determine the velocity it is necessary

to measure the co-ordinates of each ice floe in a group and to know the exact

mean time of imaging, ti, on each day. The co-ordinates, xi; Yi, of the ice
flees were measured with a digitizer and were related to an origin and several

control points located on land. The exact mean scanning time, ti, was determined
from the orbital information.

The area, Ai, of each floe was calculated from 1:2S0,000 scale enlargements

of the images, using the dot grid method. The co-ordinates of the estimated

centre of gravity of each group, Xgr; Y were calculated fromgr'

Xgr = Z Ai xi/Z Ai (13) and Ygr = Z Ai Yi/Z A.1 (14)

This procedure eliminated effects due to collisions which could occur within a

group while in motion.

The component mean velocities of drifting centres of gravity, Vx; Vy, were
calculated for the intermediate scanning time, Tlli+ 1 (=tl2, t2_, t34 .....) from

Vx = AXgr/At (15) and Vy = AYgr/At (16)

where At is the time increment between sequential paths of Landsat-1 and AX or
bY are the component distance increments during At. grgr

4. RATIOS AND MEAN RATIOS BETWEEN ICE PARAMETERS

The first step towards estimatin _ h, C_ _ J C_ consisted of determining the
ratios M, N and B and their means M, N _n_ _ !ues of M and N, defined as

_. a

M = h/C_ (17) and N = Cd/Cd (is)

were calculated from available data, for the four groups, at tlli+ 1, by rewriting

equations (17) and (18) from equations (9) and (8) respectively, as

M = (Pa U2 sinAy)/(Pica f V) and (19)

N = (oa U2 cosAy)/(o w V2) (20)

The variable U was obtained from the geostrophic wind speed G by the formula

U ffi 0.54G + 1.68 (21)

_ adopted by Feldman et al. (1979) from Hasse's (1974a, 1974b) work. G and Pa werederived from surface weather charts.

w" 818
m_

i.
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Ay was replaced by values of the mean angle of ice deflection Ay, defined

and calculated by Feldman et al. (1981) in the area of study for tlli+ 1. V was

' calculated from equations (15) and (16). Finally, the constants _ (required fo_"

= I 03
calculating f in f = 2 + sin $) +w and 0ic e were replaced by ¢ = 70° , +w -"

103 kg m-3 and Oic e = 0.91 103 kg m-3 respectively.

The means M and N were calculated for the four data sets at t12 & t23, at t23
& t34, at t12 & t34 and at t12, t23 & t34. Means of B, defined as

B = h/C 3 (22) were calculated from: B = _/N (23)

by replacing M and N in equation (23) with M and N. Values of B, M and N are
presented in Table 1.

5. ACCEPTABILITY OF RESULTS FOR B, M AND N

Results presented in Table 1 indicate that two fully acceptable ratio sets of
5, H and N are -vailable for cycle 26a, as well as one for cycle 26b, one for cycle
41 and none for cycle 43. And although the acceptable ratio se_s obtained are

sufficient for deriving the estimates of h, C_ and C_, for three out of the four
cycles tested, it is evidently necessary to account for the frequent occurrence
of ratio sets or ratios whlch were either not available or rejected in Table 1.

5.1 Availability of Landsat-1MSS images

Ratio sets numbers 4.2, 4.3 and 4.4 could not be determined because the
Landsat-1 image, required for obtaining the variables V and @ice for cycle 43 at
t4, was not available. This might occur in cases where a dense cloud cover pre-
vents identification of ice floes on an image or in cases where flees drift outside
the area covered by the corresponding image.

5.2 Ratios re.jeered bX a_

:: Ratio sets number 2.1, 2.2, 2.3, 3.2, 3.3 and 3.4 were rejected where values
of a0, calculate_d from equation (12) were either less than 0° or greater than 60 °.
This range of a8 was chosen as the criterion of acceptability for the ratio sets,
firstly because corresponding observed data, required for calculating M and N from

: equations (19) and (20) respectively, were not available for comparison and
secondly, because this range, which was determined from observations, is relatively

-- small. The limits of_-8 (0_and 60 °) were determined from studies by Gordon (1952),
Reynolds (1956), Aagaard (1969), Hasse (1974a, 1974b) znd Lavrov (1974) conducted
over sea surfaces, which have drag coefficients similar to those over pack ice
(Roll, 1965) and from studies by Smith et al. (1970), Banke and Smith (1973),

", Feldman et al. (1979) and Albright (1980) conducted over pack ice.

. Data of V and 0ice, used in this study, are considered to be highly accurate,
because Landsat-1 MSS images are nearly free of distortions and because the tech-
nique employed to obtain these data produces accurate results. Hence, rejection
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of a ratio may result either from errors in the variables A-_, _a and II2 (equations
19 an_d 20) and/or from errors in /x-_ and Oc, (equation 12). And ._ince wlriations
in /Xy (Feldman et al., 1981) and 0a are relatively small, and tJ is linearly re-

_" lated to G (equation 21), it follows that rejection of a ratio set is mai__nly due
to errors in G2 and/or _G'" Employment of interpolated values of G and 9g, which
were needed to replace gaps in the data sequences obtained from the surface weather
charts, could be the main source of error.

6. MINIMA AND _XI_ OF RATIOS BEJWEEN OBSERVED ICE PAR_IETERS

w

The second step towards estimating h, C_ and Cd consisted of determining the

observed minima and maxima Bo, Mo and NO from the observed mnima and maxima h o,
C_o and C_o, which had previously been measured in the Artic ocean b,' other investi-

The ranges of ho, C_o and C_o were summarized by Feldman et al. (1981) asgators.

0.00 = h min _ h 4 h = 3.00 m (245o o o max

Ca Ca = 4.00 and (25)e.95 = 103 Cdo min 6 103 "do _ 103 do max

3.32 = 103 Cw Cw Cw = 57.17 (26)
domin 4 l_ do _ 103 do max

Minima and maxima of Bo, Me and NO were determined by replacing h, Cad and

C_ in equations (22), (17) and (18) with 2he observed minima and maxima of these
parameters, given in equations (24), (25) and (26). These were

0.00 6 B _ 903.61 m {27)
o

0.00 _ M & 3157.89 m and (285
O

0.83 $ N _ 60.18 (29)
O

7. ESTIMATING ICE THICKNESS AND DRAG COEFFICIENTS

" The final stage of estimating ice thickness and drag coefficients in the area
during the period of study consisted of rewriting equations (225 and (17) for h,

using the observed minima C_o , C_o and_h o from equations (265, (255 and (245,
- respectively, and the calculated means B and M, written as

h = Cw g ) 3.32 10 -3 gm (30)do

.- h = C_o M) 0.95 10 "3 Mm and (31)

b ; h ) 0.00 m (32)
O

-" ' hence

,_ h ))max. (3.32 I0=3 B, 0.95 I0-3 M, 0.00} = hLL m (33)

I)'"

" i
- I

!

b'
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where hLL, the lewer !imit of h, was given by the maximum (max.) among the three

v:_lues of h in equation (53). In the same way hUL, the upper limit of h was
" given by the minimum (min.) among the three values of h in equation (34).

h ,< rain. {57.17 10 -3 B, 4.00 10 -3 M, 3.00} = hbL m (34)

The range of h was defined as

hLL ,<h ,<hUL m (35)

R_anges of h were determined for each data set from equations (33) and (34) with
B and M from Table I. Results are presented in Table 2.

w

Ranges of C_ and Cd were derived from (17) and (22) after replacing M and B
by their means and h by its lower and upper limit, written as

a w

hLL/M ,<Cd _< huL/M (36) and hLL/B _ Cd 4 huL/B (37)

Ranges of C_ and C_ were determined for each data set from equations (36) and

- (37) respectively with B and M from Table 1 and hLL and hUL from Table 2. The
results were presented in Table 2.

a w

8. EVALUATING THE ESTIMATES OF h, Cd AND Cd

When the calculated values B, M and N (Table 1) are either less than the

corresponding minimum or greater than the corresponding maximum of Bo, No and No
(equations 27. 28 and 29 respectively), then the estimated values of the lower

limit of h, C_ and C_ are greater than the upper lim_ -f these variables. In
these cases the results are unacceptable as estimates for h, C_ and C_. Hence,
the results for cycle 43 in Table 2 were considered unacceptabIe.

The best results were those obtained for cycles 26b and 41, where B, M and

N (Table 1) are either greater than the minimum or less than the maximum of lo,
No and No (equations 27, 28 and 29 respectively). For the same reasons the results

¢or cycle 26a are partially acceptable (i.e., the results for t12 g t_4 and for

t12, t2_ & t34 are acceotable while those for t12 6 t23 and for t2] _ t34 are not).

The calculated values of the ranges of h obtained for cycles 26a and 26b do
not agree with those measured at the nearest coastal stations (Table 2). Freeze up
along the west coast of the Mackenzie bay occurred about 8 October 1973 (inter-

_ preted from Landsat-1 image 1442-20295) and at Tuktogaktuk, N.W.T. on 9 October
1973 (AES, 1974). Since only 0.25- 0.50 m of ice could be formed during a period

.- of 2-3 weeks (Pounder, 1965), it was suggested that values of h, measured during
cycles 26a and 26b, provide a better approximation to the actual values than the

calculated one. The calculated value of hLL for cycle 26b is less than hLL for
-" cycle 26a and provides, therefore, a better estimate fcr the actual value of h.

The calculated values of h for cycle 41 were within the range of values measured
j at Sachs Harbour, N.W.T. (1.80m) on 14 June 1974 and at Cape Parry, N.W.T.

(1.07 m) on S July 1974 (AES, 1974).
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"_ 9. CONCLUSIONS

It has been demonstrated that ice thickness and drag coefficients, associated
with drifting open pack ice and vital for predicting its motions, which are not
routinely available for the polar oceans, can be estimated from three-day sequences
of satellite images and wind field data. Unfortunately, the method used could not
be tested by a larger number of data sequence_, since Landsat-1 has an 18 day re-
peat cycle and data recorded on cloudy days s re useless.

Images recorded by weather satellites, w.thin the visible or the thermal
infrared regions of the electromagnetic spectrum _gre considered for applicaticn
to this study. They were rejected because their images are geometrically distorted
and have a relatively low resolution.

It is recommended that for a routine application of this method an all weather
air or spaceborne remote sensing system, producing high geometric fidelity and high
resolution images, should be employed.
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OBSERVATIONS OF SEA ICE AND ICEBERGS FROM SATE" rTE RADAR ALTIMETER8
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ABSTRACT

Satellite radar altimeters can make useful contributions to the study of sea

;.ce both by enhancing observations from other instruments and by providing a unique

probe of ocean-lce interaction in the Marginal lce Zone (MIZ). The problems,

results and future potential of such observations are discussed.

1. INTROD{ICTION

Sea ice plays an important role in influencing high latitude weather and global

climate through its effect on the ocean surface albedo an(| its modulation of

exchanges of heat, moisture and m0mentu_ at the ocean-atmosphere interface.

Systematic changes in sea ice extent may provide the first indications of climatic

change. Indeed, tile creation of an ice-free Arctic ocean may be one of the early

dramatic consequences of even a modest atmospheric warming. Thus, global synoptic

observations of the properties and behaviour of sea ice are of considerable

importance to climatological research as well as being of dlrect interest to

glaciologists and oceanographers. With growing activity in the exploitation of

polar resources the applications value of the data is also significant.

However the geographic zones in which sea ice is to be found are extensive,

remote and inhospitable. They experience long periods of darkness, and may often be

cloud-covered. Th_ advent o2 polar orbiting satellites carrying microwave

Instrumentatioa capable of making observations under any weather conditions and

during the day or night thus represents a breakthrough in our ability to carry out

_ global sea ice studies.

Until recently work ham concentrated on the use of passive microwave radiometer

systems to map the annual cycle and inter-annual variability of sea ice extent,

'_ concentration and type with rather coarse (30-100 ks) spatial resolution (e. g.

Svendsen et all., 1983 ). Studles of ice _/namlcs within certain selected areas have

been carried out using high rei_)lutlon ('25m) images from the Seasat Synthetic

Aperture Radar (Leberl et al., 1983 ). Bowever radar altimeter data gathered ov, r
T sea ice by both GSOS-3 and Seuat have received comparatively little attention.

- This is surprising in view of the likelihood that the altimeter pulse waveforms

contain useful, posel_l¥ unique, information on the nature of the ice pack. Also

.. several etudles basIKl on airborne obJervatlonJ have indlcsted that improved

discrimination of ice type undur a wider variety of conditions of tEa_oerature and
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surface state (melting/freezing, snow cover etc. ) can be obtained by combining both

active and passive microwave data (e.g. Livingstone et al., 1981 ).

In this paper we review the problems, results and potential of sea ice

observations using pulse-limited altimeters, and identify several areas in which

further research effort is urgently needed. We consider the likely impact of

oh _rvations to be made fr_a ESA's first remote sensing satellite ERS-I and other

forthcoming or proposed missions. Finally, we speculate on long term possibilities

including the development of advanced beam-lintited, multi-satellite systems.

2. OBSERVATIONAL OBJECTIVES

A comprehensive account of current priorities in ice research has recently been

published by the US National Research Council (Polar Research Board, 1983). Here we

shall restrict ourselves to considering those observational properties of sea ice

which might be measurable using satellite altimet,_.rs, either alone or in combination
with data from other microwave sensors. These include'-

(i ) Extent (defined as the zone with greater than 10-15% sea ice

concentration )

(ii ) Concentration

(iii ) Floe size distribution

: (iv) Presence of major leads, polynyas

(v ) Type/Fract ion

(vi) Average freeboard

(vii) Surface roughness (presence of pressure ridges )

(viii) Surface condition (presence of snow, melt ponds )

(ix) Sea state within pack

(x) Sea state and surface wind speed adjacent to pack

(xi) Iceberg concentrations, size distributions

(w/i) Antarctic tabular iceberg locations

Currently only (x) may be considered a demonstrated capability, with (1), (iv),

and (ix) showing conslderable promise as discussed below in section (5). All the

remaining possibilities are more speculative, requiring further research (cf.

section (6) ).

3. SAMPLING AND COVERAGE

Significant variations of all the parameters listed in section (2) may take

place locally on short (,1day) tlmescales. Thus temporal and spatial sampling

requlreEents are an important conJideratlon.

- Figure 1 shows the seasat ground track patte-__ In the vicinity of AntaTctlca at

/ a time when the orbit was adjusted to repeat with a three day cycle. The Seasat

orbital period was 100 m/nutes, giving 14.3 revolutions each day and 43 con-iguous

_ ground tracks over the full 3-day repeat cycle. Gzo,_l_ tracks in the fi_l:_ are

nmmbered according to a scheme in which the ascending node of rev 1 1lee Just east

- " of Borneo. Also shown are the Antarctic coastlSne and the aRproKimate location of

the sea ice boundary at maximum winter extent. If it is ass_ that at an

i. arbitrary time of the year the sea ice limit llem a_roKimate.ly along a clrcl_ of
. latitude, the average spatial sampllng Interval at the boundar_ is given by_-

p_

"_ (1)._" _ , 2wR cos •Gn
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where e is the latitude (>55), n is the number of revolutions in the cycle, R is the

Earth's radius ('6360 k_), and 1 < a < 2 depending on the disposition of the ice

boundary with respect to _he ground track pattern. Hence for the worst case,

corresponding to the maximum winter extent and _ = 1, we have Z_f " 1700 _m for 1

day's data and d_ - 450km for the full three day cycle. With a beam limited

footprint of "20_J_ and an ability to locate the ice boundary to much higher

precision (cf. section 5) the altimeter spatial data is therefore severely

undersampled.

Even so, the improved measurement precision _-elatlve to the passive microwave

data is often referred to as a novel contribution of the altimeter to ice boundary

monitoring. In practice it is difficult to take full advantage of thls capebility,

since significant ice motion can take place on timescales short compared with the

temporal sampling period. For example the average change in Antarctl_ ice boundary

location at the time of max__um ice growth or decay may be "10 km d and locallsed
variations of up to 50 km d---can take place at any time in response to storms.

Thus for data collected on a 3-day repeat cycle spatial smoothing to "30kin

resolution is necessary in order to achieve some degree of self consistency.

Although experience shows that even then Inconslstenc_es in the boundary location

can still occur. Since the ice boundary motion in a given region is rarely

monotonic on timescales of order three days, interpolation schemes dealing

separately with each ground track over several repeat cycles do not help.

ORIGINAL PAGE 19
OF POOR QUALITY

F_: Seasat ground track_ In the violnit_ of Antaz_tiea for a 3-_a_ orbit

_I_at _3_le. Also shown are the anta_tlc c_ntlnent (d_k dot ) and the _lon

cov_ by sea Ice at the tile of maximum winter extent (llght dot ).
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Any attempt to overcome the temporal sampling problem by decreasing the period

, of the orbital repeat cycle merely woreens the degree of spatial undersampling_ At

the limit of a 1-day repeat cycle, smoothing to "I0 km resolution would be necessary

.. to obtain reasonably self-consistent global sea ice maps (this may actually be quite
acceptable since the ice edge is often difficult to define to better than "lOKm) and

_ sampling would be -1700 km at the ice boundary. The inevitable conclusion is that a

multi-satellite system is required if improved ice monitoring is to be achieved.

For example a system of 5 satellites with orbits phased to provide the equivalent of

five-day repeat cycle coverage each day would achieve usable "0 km precision and

150-300 km spatial sampling (75 points ) around the Antarctic ice boundary at maximum

extent. (Note that for a single-satelllte system a 3-day repeat cycle appears to be

a near-optimum compromise. )

When considering the selection of orbital parameters the require_ latitude

coverage must also be taken into accnunt. For a nadir pointing, narrow swath

instrument this is determined purely by the inclinatio:_ of the satellite orbit. A

low inclination is preferred for oceanographic missions in order to obtain

approximately orthogonal ground track intersections over much of the globe since

this is helpful in computing orbit error corrections. How£ "er an inclination of

"85 ° is necessary to achieve full coverage of Antarctic sea ice, and 90° is reqv!red

if Arctic ice in the vicinity of the pole is not to be missed. (Note that for a 90°

inclination orbit n_qoground track intersections occur except at the poles. ) Once

again _t would appear that a multl-satelllte system offers the only prospect of

satisfying the conflicting requirements.

4. ALTIMETER OPERATION OVER SEA ICE

The action of a radar altimeter over a flat, horizontal, statistically

homogeneous, rough surface such as the ocean surface is well understood. Two modes

of operation are possible, the pulse limited mode and the beam limited mode (see

Rapley et al., 1983 ). In the former case the use of a relatively broad beam results

in an echo waveform with a time sterile which corresponds to the height probability

density function (pdf) of surfac scatterers. Range estimates are made by timing to

the 50% power point on the leading edge of the return pulse. For beam limited

operation a narrow beam antenna is used and the echo waveform corresponds directly

to the height pdf of scatterers. Range estimates are made to the 'centre of

gravity' of the waverers. In both cases the use of an (effectively) short duration

(- nsec) transmitted pulse permits estimation of large (metre) scale surface.

roughness from detailed analysis of the waverers shape. Also the echo strength is

related to the small scale (of order" A) surface roughness which for the ocean is

deterLined by the surface wind.

Operation over a rough, flat surface which is not statistically homogeneous

_ introduces certain fundamental dlfficultJes. Firstly, the return waveform contains

no information on the azimuthal direction of scatterers about the nadir. Also there

exists an ambiguity between the height of a point scatterer relative to the mean

-_ surface and its radial distance from the nadir. Consequently it is impossible to

unambiguously reconstruct surface de%ells within the footprint Eros an analysis of

"- individual waveform3. Furthermore, 'average' properties of the _urface derived from

individual _chces w111 be strongly biassed bF any highly reflecting zones within the

.... beam limited footprint (BLF), particularly those with slant ranges similar in value

to the vertical range to the nadir point. Even the addltio_11 information provided
,b. by slnr_ematlc changes in waveless shape as a surface feature is traversed permit
_m
,_ recorurtructlon of only ve,_."y simple geometries such a_ discrete height transition or

a single highly reflective point located at a known height or dlstance off-nadlr.
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Under these circumstances the beam limited mode offers s_me advantage since the
0

potential for confusion is reduced by limiting the area from which echo signals can

be r_ceived. Also the surface area sampled remains fixed in i;ize, in contrast to

the pulse limited case where it varies with surface roughness. However beam llmlted

operation requires a large (>lOre) antenna and a high-precision spacecraft pointing

system, both of which imply greater cost. For this reason and because pulse limited

operation is satisfactory for ocean observations, past and planned missions have

adopted the pulse limited mode of operation exclusively.

Other problems are encountered when sea ice waveforms are presented to an

altimeter's on-board processor. This unit carries out a number of functions

including the summation of many indlvid,|al return pulses in phase to reduce noise

fluctuatlonc, the tracking of the surface as range values vary, and the adJustmont

of the receiver ga_.n to compensate for signal strength variations. It may also

generate estimates of geophysical parameters such as mean surface Leight, roughness

and backscatt_r coefficient for rapid dissemination and analysis on the ground. In

executing these tasks the algorithms employed generally assume a standard ocean fo=m

for the pulse shape and are set up to accommodate only relatively slow variations in

time. Over sea ice we may identify three areas of dlffJ.culty as follows:-

(I ) _Sh_ _.induced errors: The non-standard shapes of the return waveforms

introduce systematic offsets of tha range tracking point. For a peaked _Ime _.rofile

typical of sea ice returns, the tracking point is displaced early where it becomes

more susceptible to statistical noise. Tracker Jitter is thus increased.

(ii) Dynamic laqs and PUlS@ blurrlna: Rapid variations of the return pulse

shapes and strengths occur on timescales too _hort for the altimeter to follow.

Dynamic lags are introduced and may be exacerbated by interaction amongst the

processing loops. Resulting errors in the superpositlon of sunmed pulses will

introduce 'blurring' of intrinsic pulse shapes.

(ill ) '_' : When passing over a transition from high to low

reflectivlty, the range tracker may remain locked on to the receding bright feature.

Generally, after a modest excursion, the tracker recovers since the reflectlvlty of

the feature decays rapidly as it Is viewed IncreaslnglF far from normal incidence.

Sometimes, however, the excursion may be sufficiently large to cause loss of track,

Loop Interactions caus_ all computed outputs to be in error d.lrlng excursions. Note

that the shortening of time constants to reduce dynamic lags will increase

gus_-_ptibilitj to 'snagging'.

From the p/ecedlng discussion we may draw three broad concluslon8:-

_. (a_ The performance of an aJtimeter over sea ice will _,_ less stable than over

the ocean.

__ (b) On-board cmnputed paralmtere Buffer increaJed _t_matlc and randmn

errors, making g_ound analysis of the wavefo_ mandate o/ if the full potential of

"/ the data Is to be obtained. The waveform data will be partly corrupted by blurring.

, (c) Even with an_llmls of the waveforn data there exists a fundmntal limit

:_ on the spatial regolutlon aChleva'.le for all but the 81mple_ of surface features.
In gonezJ! this corresponds to the beam limited footprint ('20 kin) although

transitions in surface propoz_ie, might be located to "I/I0 of thlm value.

ORiGiNALPAQ m
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5. RESULTS FROM GEOS-3 AND SEASAT

. Both GEOS-3 (inclination 65°) and Seasat (inclination 72°) carried pulse

limited altimeters and obtained data over sea ice. Returns from first year Ice were

observed to be strongly pe-__ked intense (peak power at ]east xlO that of ocean

returns ) and highl, ,,sxiable. Much deeper within the pack, possibly over multi-year

ice or ice with a high concentration, return strengths could be as much as 8dB lower

than for ocean returns. Brown (1982 ) has developed a model for near-normal

incidence microwave scattering from first year ice which explains the main features

observed in the GEOS-3 data. He suggests that the return waveform is dominated ky

power reflected from a population of smooth ice platelets all at the same height

within the pack, corresponding to calm water or thin, smooth ice between the floes.

The rapid f.uctuations of the echo strength correspond to variations in the number

of flat areas within the first few Fresnel zones as the footprint progresses across

the pack. Robin, Drewry and Squire (1983), on the basis of a study of Seasat sea

ice wave forms support Brown' s general concept • pointing out that this may be

described as a 'glistening' surface. They note that even if as little as 0.01% of

the surface area contributes to the glistening component, it will dominate the

diffuse echo from the tops of the floes.

Consequently we might expect the contrast in backscattering properties of first

year ice and open water to provide a reliable means of locating the sea ice

boundary. Dwyer and Godin (1980) exploited this technique using GEOS-3 ata over

the Bering sea, and carried out comparisons with cloud-free visible and infra-red

images obtained from the DMSP satellites and TIROS-N. They were able to establish

an 'ice index' which provided ice boundary discrimination in consistent agreement

with the image data to an accuracy of a few km. They also noted qualitative

correlations between their ice index and ice concentration and ice type, but dld not

pursue this result further.

Other uses of signal strength data have been as a means to eliminate

'ice-contamlnated' results from ocean data (Max_h and Martin, 1982) and as a means

to locate the Antarctic ice boundary and its variations over four of Seasat's 3-day

repeat cycles in an analysis by Rapley (1984 ) described below (of. Figure 2 ).

_m_ever further intercomparlsons of altlmeter-deduced boundaries and estimates

obtained independently by other means are certainly needed to validate properly the

technique. For example, it is not at all clear that a criterion established for the

location of first year ice boundaries will operate satisfactorily with multl-yeax

ice or in regions where the ice concentration reaches a high valu __ close to the ice

edge. ORIGINALPAGE 19
_ °' OF POOR QUALITYi ,

Y

90I [ - • __ _ __(

_,.q]_;]L_= The Antarctic sea ice boundary and its variation over four of Sea_at's

-- 3-day repeat cycles as deduced from return echo l%rength (AGC) data (from R_D1ey,
19e4).
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Fiuure 3: The evolution of waveform shape and strength as a functlon of increasing
distance into the ice pack. Pulse falltimes are determined by the distr_butlon of

surface slopes as shown schematically in the lower panels. Pulse shape and strength

change as ocean waves and swell are damped out by the action of ice floes wlthin the
path.

Although ice boundary locatlon is certainly a useful capability of the

altimeter, the sampling problems discussed ear]ler make it clear that the altimeter

data are unlikely to compete wlth the fully sampled global maps available from

passive _icrowave imaging instruments such as the SRMR flown on NIMBUS-7. However a
recent investigation by Rapley (1984) Fuggests that the altimeter can make a unique

contribution to studies of the Marginal Ice Zone (MIZ) by monitoring the propagation

of ocean swells w Lthln the ice. Figure 3 showm the typical evolution of return

waveform Shapes as the altimeter progresses from the Ice edge lnto the pack.
Initially the waveform is stronger but is of 8imilaz shape to nearby ocean returns.

Subsequently the waveformn become increasingly peaked. Extending the concepts put

forward by Bro_1 and Robin, Drewry and Squire (as discussed above) Rapley suggests

that the return pulse fallt'_ne8 depend on the probabillty distribution of ocean

surface slo_s between the floes, as shown in the lower panels of Figure 3. The

attenuation of ocean m_sll components by the floes Is known to be exponsntlal with

an attenuation coefficient which depends strongly on the ice thickness and swell
wavelength (e.g. Bee Squire and Moore, 1980). Thus an analysis of pullm falltimem

using a modelled responme coul_ p._ovlde quantitative results fro_ which estimates of
_- lce and sw_ll properties L ght be deduced. Such an analysis has not yet been

_" completed. Rowover thp on-bo_ J computed velue8 of Significant wave Height (sw_)
from the Seasat altimeter provide a crude measure of Pulse peaklnems and hence of

ocean surface flatness amongst the floes, rlgure 4 mho_l the behaviour of zonem of

' a_azent mwell pen_tratlo_1 within the Antarctic sea Ice. The power of the altimeter

"= to Pursue thls _ of mtu_ Is mq_aml_ by Its ability to monitor ocean mm118 in
the vicinity of the Ice using wind speed and sea state data and the method of

Mognaru (1983 ). Spatlal and temporal correlatlons boCmlen the md-tnt of the
Penetration zone and the presence of nearby ocean mmll storms provide qualitative

support for the suggestion that swoll propagation is being monitor. Nevertheless,
a more quantitative analysis modelling _.t_ _q_asat wavofom data Is needed, se are
ocmparlsons of altimeter data with surfa_ ver_i_tlon results, before the

technique can _e regaz_ed u _ully validated.
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Fiqur_ 4: Four consecutive 3-day maps of lnt_m_tlc sea ice (shaded areas) and

regions of ocean swell greater than 5m (cross-hatched azeas) during September 1978.
Zones of swell penetratlon into the ice (solid areas) derived from the Seuat SWH

data contract and expand with the decline and subsequent growth of nearby ocean
swell storms.

6. "tDITIO_AL POSSIBILITIES

Of the obaervatlonal oblectivee outllned in el_-tlol_(2) only the l_atlon of

the ice boundary (and by analogy the prelenc_ of _or leads and pol_ ) and

meuurementm o1 sea stats adjacent to and within the MIZ hags been l_k_rem_ uei_

actual satslllte da'_a. It has been stree_ that even these c_llitlee require

_- further valldatlon. There Is z_ason to believe that further studios of pulls
strengths and sh_e and the _ of both may permit others of the ob_ectlvee

to be achieved. However, the dlfflcult_ of obtaining adequate lur£aoe verlflc_tlon

results for much of the G_OS-3 and Seuat data suggests that si_Iflcant progress in
these areas probably awalte future aircraft and latelllta _beemtlone.

One area in which the usefulness of 8/timeter contributions i dubious iethat of providing locatlons of Antarctic tabul_ ic_bez_l. Lazes Ic_e_l my drift

'_ for many years in the Southern Ocean and have been monitored, albeit intermittently
• using visible and infrared images (e.g. )l_ZaLtn, 1978). In view of the mini1
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likelihood of such an iceberg passing through the altlmater f_Lwrint it seems

unreasonable to consider iceberg location as a T-liar alLimeter task. Nevertheless

• if such an event did occur and the al+4_cer locked on to the upper surface it would

be possible to provide an accu_iLe value for the iceberg's freeboard.

7. FORTHCOMING MId, IONS

In spite of wide interest in the use of altimeter data by climatological,

oceanographic and glaciological scientists worldwide, the first sate11ite to carry

an altimeter for non-milltazy _urpose8 following the early demise of Seasat in 1978

will be the European Space Agen_'s ERS-I to be launc_ _ in 1988. _e instrument

will be very similar to the Seasat altlmeter but will prc ride coverage up to +82 °

with a lifetime initially of 2 years, extendible to 3 or more depending on

spacecraft and instrument status. Thus ful_ coverage of Antarctic sea ice and much

improved coverage over the Arctic will be obtained for the first time over two full

seasonal cycles. Plans are currently being formulated to enr.ure that adequate

surface validation data inc?udJrJg aircraft altimeter underfllghts will be obtained

during the mission.

Other altimeter c_crylng satellites include the US Navy's GEOSAT due for launch
a

in 1984 but wltb the possibility of restrictions on data access, the proposed

! US-French TOPEX ralssion and the French Poseidon, both likely i.o fly at the end of

the decade. However TOPEX is primarily an ocean mission and will most probably be

restricte_ to +62 ° coverage. It will therefore not observ_ sea ice. Possibilities

for the next decade include the provision of a OK altlmeter for the CarteSian

Ra_arsat satellite, and a Japanese national Rtlssion. Am yet no serlou, attempts

_ have been made to coordinate international interest _o achieve either the
multi-satellite oo9_ragQ dilCUlSed earlier in section 3 or continuity of
oblervations over an extended period of many years, although coordination of this

type would clearly be very beneficial.

! Am a final comment, it Is worth recalling that the interpretation of altimeter

waverers data over sea ice should be more stralghtforward for the case of

beam-limlted operation than for the currently universal _ulse-limlted mode.

Interest in building a multi-helm, beam-llmlted instrumJnt arises primarily from a

desire to achieve muCh imln_med perfozmance over topographic surfaces suCh as the

i continental ice lh@etl _M_ I_. _MI it m likely that in the long term the
technical and financial challenges of buildln_ i_.ltnm_ntl of this type wlll be

tackled. Whether or not the advantage of a beam limited system will make a

,_ substantial _ on sea ice ltudiel is currently i_slbie to predict without the

benefit of considerable further effort on tha anall_is and interpretation of current

,_ and anticipated pulse llatlted data.
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qINUL_TION AND ASSIMILATION OF $ATH.LITE _.I.TINETER DATA AT THE OCEANIC-_.
KESOSC_£v

Pierre De Mey and Allan R. Robinson
Center for Earth and Planetary Physics

Harvard University, Canbridgeo NA, 02138, USA

ABSTRACT

An imroved Objective Anqlys_s technique {Gandi,1, 1963) is use_ along with an

altimeter signal statistical model, an altim_oter noise sL_t'-stical node1, an or_.,ital
model, and synoptic surlace current nap_ in the POLYMODE-SDE area, to evaluate _he
performance of various observational strategies in catching the =esoscale variability
at mid-latitudes. In particular, simulated repetitive nominal orbits of EILS-1,
121_EX, and SPOT/I_SEIDON are examined. -at statist/ca/ models a,, _ consistent wit}.

' previous in-,itu and fleets-sensed reJults (Fu, 1983). Our own resnJts show the
critical i_ortsnce of the ezlste-o_ of a snbcycle, scanning in either direct;.: -_,
l/otao_er, Icug repeat cycles ()20 _ays) and s_ort cross-track distsn.,_ ((300 k_)
seen preferable, since they match nasal-ale statistics. Another goal o_ our stua_, is
to prepare and discuss Sea-Surface Height assimilation in 4uaslgeosttoph[c _,,dels.
Ou_ restored SSII naps are sl_own to meet that purpose, if t.e efficient extzeoolation
lathed or deep in-sltu data {floats) are used on the vertical to start and u.')0a_e the

• nodal.

1. INTRODUCTION

_ottve and passive satellite-flown sensors have been eztensively s_._"_ to open

new perspectives i_ gaophystca.' sciences; in p_rticular, the altimters of GEO$ $ and
SEASAT are helping us in _he study of _he dynamics of -esoscale ocean currents. New
produots are n_.e available, suoh as wavenunbsr spa©are (F_. 1.83; Menard, 1983) o.
global asps of the statistios ©,f the variability (Dandies et.al.0 1993; Cheney
Steal.. I_$$), and sample 8y_opti© :raps (Roblnson at.el., 1983) of vniah oceanogra-
phers have t_ take advantage, l_ree further altimeter missions which are currently
planned include the European EIS-lo the Aneri-sn TOPEX, and _he French SPOT (POSIHDON
ezpertnon_). There are ashy ways to evaluate the altlmter nission_ of these satel-
lites, and ashy paraNtors to optimize.

The dirNt aeasurenont of sea suzface height is an a_hlovonent of great scten-

-_ tlfic isportanoe and the coverage provided by s satellite data base is "aniquo in its
apses-time extent and along-track density. However, nov and in the oonc_ivable
future, suoh date viii be qvailable only during a very few costly special missions.
Noreover, a shorteonhsg 0/ remotely sensed data to _he deep se_ o_esnoatephez is t,_.e
feet that only sutfaoo variables are m. tsurad. Thus every effort must be ands to

-_ plan _ampling strategies and analysis s_hsmes to optimize the soienttfic _tiltty of
the obse,-Tatlons. _o are enga|ed in research to =',dro;s several re,event questions

.. ales/ those lines. Our approaeh lnvol_.es simlatin8 the eoqutsltioa and analysis of
altlmtrio date se_s by perfor-,ing operations on four-diemnctonal oeeule o_
oeessle-llke fields. These fi._lds _re obtained by either t) combLalnj existing re_l
oeeu date obtained free vsrlor, s in site instruments o: ,i) using existing observe-

Siena to drive a nmerleal o_e,.z node1 (Robinson, 1954). In t_e first ease we fly s
sismlated alttastor over historieal data and in the second ease _ fly s s._,mlatnd
altimtar over simulated data. Zn our analysts we include the quantitative
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•_. investigation of the construction of deep ocean fields combined from both remotely
sensed and in situ observations. Finally we mention our research on the assimilation

' of such observed fields in dynamical ocean models (Robinson_ Leslie, 1984; Robinson

et.al., 1984) for in_tiali_.ation and verification purposes and for dyuamical interpo-
lations and optimal estimates.

Here we describe preliminary experiments; firstly of observational network
evaluation, i.e. optimization of sampling, in order to improve mesoscale mapping and
statistics (Section 3), and secondly the constr,action of cuxreut maps (Sections 2 and
3) for the assimilation of the sea-surface height information in our quas;geostrophic

- ___del (Section 4).

2. SAT_LI_ ALTIMETER SIMUI&TIONS IN THE POLYMOPE._REA

In oz,-r to sa-_ _. Sea Surface Height (SSH) data as a sa_ellite would do, an
orbital m_del is needed. The requirements on this model are not very severe, since
we only w_r_ to infer s_atistical conclusions on the coverage, and get synoptic mid-
ncean maps of SSH. A simple circular orbit model has been u,_ed, aiong with accurate
orbital parameters of future missions (ERS-1, TOPEX, SPOT). No atmospheric drag is
involved. The repeat cycle, cross-track distance, inclination angle, and subcycles
are a_:quately modelled. The numerical clock is accurate to 1 sec for more than 1
year, in order to ensure exact repetitiv_.ty during long simulations. The altitude
calculated by the model is accurate to 1%.

Linear optimal estimation is used to restore SSH maps. This is an 'iutelligent'
interpolation method, whose estimator is statistically data-adaptive. It allows the
integration of other remote-sensed and in situ measurements, and is consistent with
the date assimilation techniques currently in use at Harvard (e.g. Tu, 1981; Robin-
son, 19_,_), The estimation _,ethod is a space-time extension of the Gandin (1963)
Objective Analysis method. Phase propagation is built into the signal correlation
model. A limited set of influential points is selected at each interpolation point
(Carter, 1983). An i_proved algorithm eliminates data points which are acre corre-
lated to each other than to the interpolation point. The need for such a stringent
selection arises from the one-dimensional nature of the data.

Restored SSH maps can be used for operational system assessment, which is

inferred from error estimates provided by Objective Analysis (see Section 3) or by
initializing and updating the Harvard quasi-geostrophic barociinic model (ace Section
4).

_- We have used two different data sets to represent sea-truth. The first is a

I000 ks simulation generated by the Harvard model using regionally tuned statistics
in the POLYMODE-SDE region. The second sea-truth we have chosen is the I00 dbar

,_ level of the POLYIa)DE-SDE Mark II data set produced at Harvard. An Interpolation
scheme, similar to the one described above, has been used to combine POLYMODE-SDE

"_- Soviet current-meter moorings (1400-700 dbar) and XBTs (400-100 dbar), from Julian

day 3345 (luly 21, 1977) throujh _ullan day 3725 (Aujust $, 1978). A mean salinity
profile has been used to compute she:low 8eostrophio velocities relative to the 700

-_ dbar absolute velocity level. The grid has 281.25 ks long aides and is centered on_ _ 29.00 N, 70.00 W,

=_'_ $$H is saRpled from the sea-truth along arcs given by the orbital model. The
"'_ stresnfun_tion in the shallow level is interpreted in te_n8 of pressure, which is

-4 converted into $8H by fo/8, An overall mean is subtracted f_on the SSH timo series
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in the domain. Indxvidual passes are assumed to be perfectly unbiased and detrended.
As an illustration of the SSH variability in the whole POLYDK)DE--SDEMa_k II data set,
the following statistics are derived:

Mean elevation = 1.41 m ( ref. to 700 dbar)
Variance = 860 cm 2
Standard deviation = 29.33 cm
Minimum (tel. to mean) = -28 cm
Maximum (rel. to mean) = +33 cm

Max. amplitude = 61 cm
Data count (XBTs) = 1336

The vsriance above includes SSH variability at time scales much larger than the
typical mesoscale time. Thus, the standard deviation order of magnitude of I0 cm has
to be kept _n mind.

A gaussian noise of 3 cm standard deviation is added to SSH time series.

i The SSH correlations in the Mark II data set exhibit the following scales:

{
Space: SW-NE direction: 110 km Time: e-foldlng: 10-20 days

1 SE-NW direction: 160 km

: The space correlation scale is defined as the zero-crossing of the covariances.

1 In Section 3, an isotropic stationary signal correlation model has been used.i

'i It has the following analytical expression (see Fig. l):

I , - (ar + _2/Rc2_)
C(r,t) = (1 + ar -_a _r _) • (I)

! with:

i a = 2.1038/Rcx
i Rex = correlation scaler

' Rc_ = correlation time

! r = ((x-cxt)a+ (y-cTt)2)I/_

:I Using this expression leads to a -2 power law for the kinetic energy spectrum.
The following values have been used:T

Rcx= I$0 km
Rc_ = 13 days for 1000 km runs (error only)

20 days for 281.25 km runs (with sea truth). Cx = 0
i

_, cy = O.

Residual SSH pover spectra, as obtained by Menard (1983) or Fu (19_), along
_! repeat tracks of SE_.SAT altimeter data, can be used to calculate the signal correla-

i tlon. If the along-track wavenmnber spectrum is denoted by Ei(kl), the one-dimensional i8otropic correlation function is written:

(k,) .xp(2 ik,r)d, (2)
.ling@

f i.e. the Fourier transform of the ._peotrun. A typical correlation tunotlon to= the
mid-latitude sou;h Atlantic is given on Itl s. 2. For wavelen|tha shorter than $00 ]m,
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-_ the shape of this function shows good agreement with the shape of (i).

Clearly, the Objective Analysis technique cannot be more accurate than the
statistics used to build the estimator. The question of confidence levels on vari-
ance and covariances is thus of critical importance. The availability of large data
sets of SSH sampled on a homogeneous mesh on large space and time scales is a
decisive advantage of satellites compared to in situ sensors: the statistics derived
from remotely sensed data are likely to be much more reliable. In the POLYMODE-SDE
area, estimates based upon GEOS 3 data (Douglas et al., 1983) and SEASAT data (Cheney

et at., 1983) are available. The 3.5 year calculation of SSH variability from GEOS 3
(Fig. 3) yields a typical value of i0 cm. The 24 day calculation from SEASAT (Fig.
4) gives $cn. The discrepancy is due to considerable attenuation of the nesoscale
signal (50-150 days) in the second case. The first value of i0 cm is more reliable,
and in good agreement with the calculations from in situ measurements discussed
above.

The noise level, denoted by E, has been set to 20_ of the S_H variance. The
residual noise in the altimeter data, using the repeat track method, is expected to
be $ cn at the nesoscale, or less, for SEASAT and future missions:

- Residual tropospheric error: i-2 cm/$0-500 kn
(Rain and water vapor)

- Amospheric load/us: 3 ca/200-1000 kn
(Inverse barometer effects)

- Residual geold: a few _entimeters/all scales
(Tracklns errors )

Assuming the I0 cn variability of Douglas et al., we find that E -- 2.'_, which

is likely to be pessimistic if the data have been correctly undersampled along
passes.

3. TWO EXAMPLES: RRS-1 and SPOT

Figs $ and 6 are RI/S expected error saps for two I000 ka simulations carried out
with regionally tuned statistics in the POLYJIODE-SDE area, reap. with ERS-I and SPOT.
The followlns orbital paraleters are used:

ERS-I: 14 + _ rotation/day
(Fig. 7) repeat cycle: 3 days

cross-track distance: 910 kn

inclination angle: 98.52 °

SPOT: 14 + 5/26 rotations/day
(Fig. 8) repeat cycle: 26 days

cross-track dlstance: 106 kn

_-_ inclination angle: 98.72 "

. These two satellites stand for the two poselble extremes as far as re8ional
Z'. ,,/d-latltude coverage is concerned. TOPBX (Fig. 9) is just in between (repeat cycle:
rdm 10 day8). ER$-I and SPOT are sun-synchronous: the angle between ascending and des-

cendin8 passes (respectively 24.85 ° and 25.$3°at the equator) is sharper than for
,am TOPKX (44.61 ° at the equator).

"" Let us define the ovorbar as the apace and time average on the naps on an

• 540 ,

®,

1984019194-537



ORIGINAL PAGE Ig

OF POOR QUALITY

integer number of repeat cycles (6 for ERS-1 = 18 days, I for SPOT = 26 days)j o.2

: (x,y,t) as the local expected error in terms of slgnal variance, v as the signal
variance, h (x,y,t) and _ (x,y,t) as the actual and restored SSH. The followlug
statistics are derived for a 1000 k= domain:

ERS-1 SPOT

Global I_IS expected error = _'&: 71.90_ 56.155 of st. dev.
Global MS expected error = _-i : 51.70% 31.5_ of var.
Global average expected error (bias): 0 0

ERS-I exhibits an excellent localized resolution, and a high variance of error,
due to the absence of a subcycle to scan between adjacent tracks. The inhonogeneity
in xesolutlon would probably result in improper mode/ assimilation.

SPOT shows a good general resolution, and a low error variance. The minlmm
error (29_)Is higher, but the global statistics are much better. The whole error
field propagates with the subcycle, i.e. at 25.1 cm/s, westward. Scanning between
two successive tracks, with a subcycle of 5 days, is responsible for the good
behavior of SPOT. TOPEX has a subcycle of 3 days, scanning eastward at 122.2 cm/s.
SPOT is probably better for longer periods and relatively slow-moving events, while
TOPEX is llkely to perform better for energetic, rapidly evolving events at the
advectlve time scale. Besides, TOPEX is no_ sunsynchronous, thus releasing the con-
straint of an almost polar orbit. The angle between ascending and descending ?asses
is note open, and the chances to catch a nesoscale event are higher.

Fig. l0 shows a 5-day sequence of SSH simtlation and reconstruction, in the
281.25 ks domain sampled by SPOT. Also shown are the actual error field and the
expected error field, both expressed in signal variance units. The following overall
statistics are derived from the 26-day simulation:

Matk-II domain __ ERS-I
Global RI/S expected error = _ z'_ : 43.115 of st. day.

Global MS expected error = _z : 18.$8_ of variance

Global average expected error : O

; Global RMS actual error (k-_) _- : 40.185 of st. dev.

;_ Global MS actual error = _-_L/v : 16.145 of variance

Global average actual error : _ / v _ • 4.955 of st. day.

= " The bias is clearly negligible. It is striking to see how close the expected
and actual values are. Objective Analysis can thus be expected to be a good setho_

. to interpolate along-track data, and the altimter to catch accurately the variance,
_ even in this small domain.

,_ The introduction of phase speeds in the correlations, and the usa of a largerdomain are both likely to lead to sore definitive conclusions on the different san-
, piing schemes.
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4. ASSIMILATING SEA-SUI_ACE HEIGHTS IN qGMODELS

Considerable recent progress has been made in assimilatln s data into the Harvard

QG open ocean mode/ (Robinson and Leslie, 1984; Robinson et.al., 1984). Both bare-
tropic and baroclinic experiments have been carried out in order to resolve questions
as to the source(s) of accuracy and error in both the objective analysis and the
dynamical forecast (for details of the model, see: Tu, 1981; Miller et.al., 1983).
Figs. lla-c show a barotroplc experiment involving the assimilation of sea surface
heights in the QG model. Fig. lla is the model _enerated 'Verttas' data set at
period 3.0. The objective analysis is performed on the 'Veritas' data sampled with
the MODE-1 observational network (Fig. llb) and with the MODE-1 network and a simu-
lated satellite track 'cross* (Fig. llc). The addition of the satellite track
restores much of the missing structure of the 'Verttas* data. These SSH maps are
used to initialize the model, which computes the evolution of stre_function using
the discretized QG equations. There is good agreement between sea-truth and the
model outputs, and the westward propagation is restored.

Fig. lld illustrates the results of a 17 day baroclinic forecast using real
data. Note that forecast in this 144 km domain experiment maintains (with the excep-

tion of lane spikes) 8 level of rms difference between forecast and data of less than
2_. The spikes have been attributed to 'unrepresentative' hydrocasts in the data
set. This forecast expertNnt does not involve use of remotely sensed data or a
satellite simulation. This remains as a next step for the POLYI/ODE-SDE region. The
Harvard model has been initialized with Rossby waves, simulated data, simulated
s_tellite observed sea-surface heights (barotropic), and real data and run over flat
bottoms and real topography. 'This mode/ is proving to be an efficient and accurate
component in the prediction and description of fields in open ocean regions of vari-
ous internal dynamics' (Robinson and Leslie, 1984).

In the sumner of 1983 a significant step in data assimilation was accomplished
by carrying out a real tins forecast in the resins of turbulent jets and eddies in
the California Current (Robinson et al. 1984). The dynamical model successfully
predicted the appearance of a zonal jet in the center of the experimental region and
also provided the means of identifying a major eddy-eddy interaction event. The
implications of these results for the effective exploitation of satellite alti_trtc
data for practical forecasts and scientific studies are substantial.

$. CONCLUSION

The analyses and simulations presented here show the ability of objective
analysis to sap miami-track altt_tor data in a suitable way for dynamical model ini-
tialization, and to evaluate sampling 8,rate|los. A set of |label statistical param-
eters have been defined for that purpose. The two case studies on ERS-1 and SPOT
show the groat Interest of the 8ubeyelu, which, as a matter of fact, doubles the
capabilltios of the Ins,moat, by bolus tuned on two tins scales ($ days and 26
days). Purtheznore, it can be shown (Fi 8. 12) that the most econanlcal way to eat
two tracks apart 18 to equal their distance to the horizontal oorrelatlon scale. This
is also true in tim with the repeat cycle and the correlation time. $ days and 26

_" days stand approximately for the 8dveetive and linear time scales at aid-latitudes
Fde respectively. The SPOT observational 8trateLy is thus re|lousily adapted, as far as

8anplin| parameters are concerned. It is still unclear whether in situ data, alan8
,_ with altlnoter data, are compulsory for assimilation. Different teehniqnes of extra-
_, pole,ion on the vertleal are eusrently tried in Rarvard, in order to initialize and

update properly the dynamical model for multi-level rune. The efficient use of these
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techniques and of those described above can be considered an essential step towards
our knowledge of the oceanic mesoscale on larle space and time acales.
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FIGURE CAPTIONS

I. Correlation function for the objective anal:sis of altimeter data, as

a function of distance. As an example, a $0km correlation radius has
been chosen to draw this plot.

2. Averase correlation function from a sroup of repeat tracks of SEASAT
altimeter data in the SW Atlantic (from Fu, 1983).

3. Sea surface heisht variability in centimeters from GEOS-3 altimeter repeat
pairs (from Dou$1as et al., 1983).

4. Sea s_rface heisht variability (contour interval = I cm) from repeat
tracks of SEASAT altimeter data (from Cheney et al., 1983).

5. RMS expected error maps for a simulation of ERS-I in a I000 kn square

domain center on 29N,?0N (POLYMODESoviet current meter array). Maps
are shown for days 1,2,3,4. Contour interval is 0.08. The paranetert
of the analysis are 8iven in the text.

6. R}/S expected error maps for a simulation of SPOT in a I000 kn square domain
centered on 29N, 70_1 Maps are shown for days 0,5,10,15. Contour
interval is 0.07. Note westward propasation. The parameters of
the analysis are siren in the text.

7. Global coverase of ERS-I (from Tavernier, 1983).

8. Global coverase of SPOT (from Tavernler, 1983).

9. Global covera|e of TOPEX (from Tavernier, 1983).

I0. Sea-truth, restored sea-surface helsht, RMS actual error field and RJ/S
expected error field for a simulation of SPOT in a 281.25 kn square
domain centered on 29N, 70W(Harvard POLYMODESDE Mark II data set).
Contour intervals are: 2 om, 2 on, 15 of st. dev. of SSH, $% of

_ st. dev. of SSH. The westward props|salon of the southern eddy and the
ststionarlty of the northern one are reproduced.

II. Sea-truth, restored sea-truth (without satellite track), restored sea-truth

(with satellite track), and results of 17 day 144 kn baroclinic forecast
__ mains real data.

12. RNS expected error vs. cross-track distance for an objective analysis of
-- 2 parallel tracks. The eorrelatlon radius was $0.0 ha. Note the

first ninismn. The upward slops after the second nlninun i8 an artifact
of the infestation in s finite domain.
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ABSTRACT

Conventional data obtained in 1932 are contrasted with SEASAT-SASS and SMMR

data to show how observations at a single station can be extended to an area of

about 150,000 square km by means of remotely sensed data obtained in nine

minutes. Superobservations at a one degree resolution for the vector winds are
estimated along with estimates of their standard deviations. From these super-

observations, the horizontal divergence, vector wind stress, and the curl of the
wind stress can be found.

INTRODUCTION

The basic tenets of those who believe that it is possible to predict the

weather are three. These are (i) that the time evolution of _ue meteorological

variables can be correctly described by appropriate equations, (2) that the

initial conditions for the start of the prediction can be adequately specified

and (3) that computers can be made with a large enough capacity and a fast
enough speed to compute the evolution of the weather for the future. These

tenets evolved with t_e from the days of Bjerknes (1904) who wrote that what

was needed was "a sufficiently accurate knowledge of the state of the atmo-

sphere at the initial time" and "a sufficiently accurate knowledge of the laws

according to which one state of the atmosphere develops from another", through

Richardson's (1922) "Weather Prediction by Numerical Process", on to the day

when the authors of a recent paper wrote "The main reason we cannot tell the
weather tomorrow is that we do not know the weather today".

These tenets are interdependent because improved computers provide higher

resolution. Improved descriptions of the physics of the atmosphere require

more data. The problem is to predict the synoptic scale meteorological evolution

and to filter out the higher wavenumbers and frequencies. This is a corrolary
of the basic tenets and involves all aspects of turbulence, where much is yet to
be learned.

Much of what has been learned in the past about the be|mviour of weather

systems has been lost because of present day computer constraints. To our

knowledge, no operational hemispheric numerical model with a one degree by one

degree resolution, and a corresponding vertical resolution, presently exists.
With an adequate description of the physics of the atmosphere and of subgrid
turbulence, including the possibility of transfer of energy from high to low

_ wave numbers, a one degree, at least hemispheric model, is preset.ely conceiv-
able.

_. OCTOBER 21, AND 22, 1932 AT HOLYHEAD, ENGLAND

Before showing what can be achieved by means of remote sensing, it is useful
to go back to a text by Brunt (1942). It is then possible to compare the results
of the analysis of SEASAT data obtained in about 9 minutes with data obtained
over a 16 hour period in England.
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"]he b'pre=ason of October 2_. 1932, at 7h 1 a i._-----.
_J

_.,

lb

_ig. l(a) Synoptic analysis for the weather on October 22, 1932 at 0700 for the

British I_les and part of Europe and (b) tLme hlstorles at Holyhead. Wind speed

from 0 to 50 miles per hour; Direction, meteorological convention; Temperature,
degrees ?'ahrenheit 50°to 58o; Integrated ralnfa11 in ml111_eters, 0 to 10 ram;
Sea level pressure, millibars, 990 to 1006. From Brunt (1942).

Fig. l(a) shows the synoptic scale analysls for 07h Oct. 22, 1932, London

time, for an area around the Britlsh Isles. Fig. l(b) shows the Lime hlstory of

the evolution of winds, temperature, integrated ralnfa11 and sea surface atmo-

spheric pressure at Holyhead, England (approxlmately 52.5°, 4.8 ° W) beginning on

Oct. 21 at 18h ar.dending on Oct 22 at lOb (16 hours). Some data have probably

been omitted for clarity in Fig. l(a) but there are roughly four observations

per i0 degree latitude by longitude "square" which permit an adequate analysis.
The cold front of the open wave cyclone is In the process of passing Holyhe_d.

The anemometer had a rather short tlme constant so that mesoscale fluctuations

of the wlnd were recorded. Even in 1932, i: would have been obvious that a two

minute average could give erroneous synoptic scale values as recently rediscov-

ered by Pierson, et al. (1980) and made quantitative by Pierson (1983a).
If one i=mgines the wave cyclone to be moving without too much change in form

along an appropriate track, the winds in advance of the warm sector were ENE for

the first eight hours building from 0 or 7 miles per hour (2.24 mph equals i m/s)

to 22 mph (with gusts to 29) followed by a decrease to 6 mph and a wind shift to
the ESE. The wlnd shlft to SSW occurred in about 20 minutes. The temperature

r rose slowly from about 1:40 to 3 AM the_ rapidly for i0 to 15 minutes with a

I - exp(-Bt) asymptotic approach to 56° F. The total warming was 6° F.

The winds in the warm sector were very gusty and turbulent with 40° fluctua-

tions in dlrectlon and speeds that varied moment by moment from under I0 mph to

_ nearly 45 mph. The average wind in the warm sector increased from about 20 mph
to 25 mph before the cold front passage.

The cold front went by in two steps at about 6:30 and 7:20 wlth a wind shift
-'. to the WSW followed by the final one to the NW. The temperature dropped sharply

twice in 2° F steps and settled down to a value of 52° F.

Light pre-warm front rain occurred from 1900 to 1930 and from 2050 to 2255.
,_ Heavier rain began after midnight and lasted steadily for more than two hours
_- tapering off afCer the warm front passage and s_opp__ng at about 0620 at the first
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passage of the cold front.
With modern commullication systems, it would he pos._'ible,i_ ;,ri_c';_Jlv,to

obtain similar data with data buoys over the ocean and closely ._i):tcedland

installations for pre processing locally to define the planetary b_undary l:_y¢.r
with sufficient accuracy at the synoptic scale aL1d to collect al_du_,e th_ data
in time for forecasts. The cost would be substantial. Over tl_eucean_, remot_

" sensing can provide a cost effective alternative.

i THEOPY

To predict the weather, meteorologists start with the hydrodynamic equations

for a rotating Earth plus H20 conservation equations, sources and sink_;, plus
radiation budget equations, plus whatever elqe might be needed and try to put
them in a form that can be integrated forward by means of about i0 minute tim(.

steps so as to reach out to the future. The first difficu]tv is that the hydro-

dynamic equations are inappropriate. It is impossible to measure the various
fields at the resolutions they need, and equally [;_,p_>s:.ibleto integrate them

forward in time to make a forecast. The atmosphert_ is turbu]e_t at scales that

_re, and always will be, unresolvable for sucb purposes. The equations that

are actually used require time and space a_eraged values and thereofore become

strangely altered because they must account for the effects of f]uctuations

within the space and time average. A host of new ter_s such as -._u'w'> arise

because of nonlinearity that must be removed by means _,fan appropriate closure
model. Just how this ought to be done is a matter for discussion as in Robinson

(1978), among others.

To put things simply, the synoptic scale winds are needed f_,r_ numerical

weather prediction as defined in a circular way by Pierson (1983a). Each SASS

wind in a swath is defi_ed by four numbers; they are the latitude, !_i,longitude

%i, wind speed at 19.5 meters for an effective neutral wind IVli, and the mete-

orological wind direction, Xi, after the removal of ambiguities.
Each SASS wind in a data set departs from the desired synoptic scale value at

0i, ×i for two reasons (at least). The footprint (or cell) l]lumi_ated by the
radar is analogous to a rather brief time average that would not quite recover

the synoptic scale value. For a typical cell size and a s_loptic scale wind of

15 m/s the variability due to this effect can, for example, be ±0.38 m/s at one
standard deviation. Other sources of error caused by the radar itself, and

lumped into one term (Pierson(1983(a), 1983(b)), produce about an 0.6 m/s varia-
tion, but this can vary for various reasons as a function of the wind direction

and incidence angle. For direction, the corresponding values are 1.2° and 6°

for this example. The combined effect is about 0.71 m/s for speed and slightly

over 6° for direction. These are representative conditions, but over a full
swath these two effects can combine to give variations more than twice as large

or less than half as much. They are inseparable after the vector wind is found.

Neither effect is desirable for the purpose of synoptic scale analyses. Both
are random from one measurement to another.

The data analysis procedure reduces these sources of variability and recovers
a reliable estimate (in a st_tisttcal sense) of the synoptic scale wind at 19.5
m above the sea surface for a neutrally stratified atmosphere. For each integer

_-" value of latitude and longitude in the swath, say Bo, _o, all SASS wind within

the 2 by 2 degree "square" surrounding the target poin _- were found. The average
latitude and longitude of the SASS winds in this sample would not quite be at
6o, _o and a few values were dropped from the sample at the outer edges to

_ obtain an average latitude and longitude close to 0o, _o. This slightly reduced

sample was then processed as a superobservation to obtain synoptic scale fields
with estimates of sampling varlabillty effects at a one degree resolution by
overlapping the 2 by 2 degree squares.

-_ For each sample a mean direction can be found as in (i).
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.-_ Each SASS wind can be resolved into components parallel and normal to X such

as Vpi and VNi such that I

= ;Vpi (2)% P
i

and 9N = _ [VNi (3)

and their variances can be found as in (4) and (5). Also quantities such as

_(Oi - Oo) = [A0i, Oo + _' Xo+ A--_,VAR (AO), and so on, are needed because the

winds are not exactly at X , 8o o

VAR V i (Vpi 2p = _ I - 9p) (4)
i - 2

VAN VN = N I(VNi - VN) (5)

From standard statistical theory, the expected value of the mean is the mean

and the variance of the mean is the variance of the sample as in (4) and (5)
times N-I. The only difficulty is the presence of gradients in the winds over

the swath which can overestimate the variances that are needed and the slight

mis-location of the desired winds bye-6, _-_-.

Further data processing in terms of east-west components, UI and north-south
components, V8, allows the effects of gradients to be removed to first order,

the wl-i vector to be located at Xo, 80, and the standard deviations of the mean
east-w, st and north-south components to be found. The final results, with added

complexities at the edges of the available data, were values for the vector

components of the wind at each 80, _o that were much more accurate estimates of
the synoptic scale wind with known effects of sampling variability as in equa-
tions (6) and (7). (We have simplified notation for this paper).

UXs - UX+ tI AU1 + t2AU2 (6)

Vos = V0+ tI AV1 + t2AV2 (7)

In (6) and (7), U. and V^ are the desired, but always unknown, synoptics Ds

scale values, U an_ V_ are their superobservation estimates and _U., _U2, AV.,

AV2, express the reuuced effects of the components of (4) and (5) after removing
the contribution from gradients in the wind field and obtaining the appropriate

vector components. The values of tI and t2 near the middle of the swath where
N can be above 30 are close to being values drawn at random from a zero mean

unlt variance normal probability density function.

As an example, at 54° N 209 ° W (for another SEASAT pass), the superobservatlon

yielded a wind from 260° at 20.2 m/s. The other data obtained then save (8) and
' (9) in m/s. From (8) and (9), as one of many examples that c_11d be given, the

uncertainty in wind speed is ±0.17 m/s at one standard deviation and the uncer-
tainty in direction is ±2.75°. It will be a while before meteorologists will

: believe such results.

Uls = 19.95 + tl(O.17)+ t2(0.14) - 19.95 + t1(0.22) (8)

-- V0s - 0.156 + tl(O.02)+ t2(-0.96)-0.156 + t2(0.96) (9)

-#e By these methods as an example for the REV to be studied, the orIsinal 1,081
SASS winds were reduced to 120 superobservatlon winds as in (6) and (7) wlth

'_ each wind accompanied by estimates of its sampling variability for a reductlon
_' to 11Z of the original data for further processing.
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For every point in the superobservation wind field that had four points

around it, it was possible to estimate the horizontal field of divergence at
. 19.5 meters and to carry along the four terms in (6) and (7) so as to obtain

" the standard deviation of the estimate of the divergence. The appropriate
equation is (i0)

+ i _U_ BVe

r div2 \%= R cos e (--_ + cos S a-_--- %'8 sin B) (i0)
where R is the radius of the Earth.

The finite difference form is (ii).

+ 2.5.10-6[(u.(o , _o+i)-Us_(Oo, _o-i))
div2(Wh (So'lo))s= _os 8 { s^ o

cos 8e(Vsg(8 ° + i, Xo)-Vs9(%-I,Io) )

- _.0349065 sin O° Vso(8o , lo) ] (ii)

Five different terms such as (8) and (9) are needed. The expected value of
J

the i0 dlfferents t's that enter is zero so that the expected value of the
divergence can be found.

Also

((d_v 2 \_h(eo,lo)) s - div2(_h(e o, lo)))2-VAR(d_v2(\_h(%, to)) (12)

can be found as a weighted sum of the squares of the AUj and AV_ so that the
standard deviation of the estimate of the divergence can also b% estimated.
The field of horizontal divergence is rarely calculated from conventional data
because of large errors in measurement. The divergences that were found formed
logical coherent patterns.

THE WESTERN NORTH PACIFIC FOR SEPTEMBER 19, 1978 AT ABOUT 1800 GMT

On this date, SEASAT crossed the Equator, on its 1212th revolution of the

Earth in a retrogade circular orbit with a period of about i00 minutes at an
altitude of 800 km., going north bound, a few seconds before 1754 GMT and ob-
tained the data that were analysed for the following materlal between about 1803

and 1812 GMT from the SASS and the SMMR. For details, see for example IEEE J.
Oce_i_ _g. Vol. OE-5 and J. C_ophys. B_8. Vol. 87, No. C5 and Vol. 88, No. C3.
Further details on these particular results and for three addltlonal weather

patterns are given by Pierson, etal. (1983). During this 9 minute interval,
the SASS found 1,081 values for the wJ_ds over an area about 600 km wide ex-

tending from 35 ° N to 60 ° N in a one side scanning mode. The SI_R also obtainnd

: data over a slightly narrower swath. At nearly the same time, the GOES space-
craft obtained both visible and infrared _agry. The results for the synoptic

. scale wind field and the field of the horizontal divergence of the wind will be
- _escrlbed. Fields for the wind stress, (u,)5, and the curl of _he wind stress

rill be found by slnilar methods, also.
McHurdie and Katearos (1983) have used the SHMR data to obtain the values in

Fig. 3 for thls REV. Their results can be coabln_d with the vector wind values

_. and the dlver8ence fleld to produce data over an area of roughly 150,000 square
kil_eters that are effectively the equivalent of having records shailar to Fig.
l(b) from every one degree latituda longltuda intersection in the math for

-.. 8ynoptlcally averaged winds and for the ralnf811 rates. Given the f_w lhlp
;._ r_porta of sea surface atnospheric pressure within the swath, it ought not to he

unduly diff/cult to recover the sea surface pressure field within the swath.

Air temperature Just above the sea surface i8 stLll a problem for remote sensing,
.. and the sparcity of conventional ship reports uslut8 such dat4 difficult to ob-
- t_in.
&
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REV 1212 .,IS
• 18 GMT 19 SEPT =9?_ , 4_ _ _,

VECTOR W,NO$ ,,-_' i _i_

IZ_,¢..\ i ._f-,

.... ;

s" _ • ' 7

2
_3o i0/ ,//

REV 1212 _--s_ __, , ,,, "
[ ' ,III GMT 19 SLEPT 1978

105.OIV,_ (.¢-,) $_. ,, ',,,_

c CONVZnr_NCZ_¢-) _
00IVERGINC[ ...... (+) 2 b

_CLOUOIOUNOaNIE$ - Fig. 2. (a) Geostatlonary cloud image of the

extratroplcal cyclone for SEASAT REV 1212. (b)

Streamline, analysis of the superobserva-
isotach

tlons. Speeds in meters per second. Data from th_
SEASAT A Scatterometer, (SASS). (c) Field of

horizontal divergence computed from the superobser-

vatlons. Fig. 2(a) is from Wolceshyn, et al. (1979).

The GOES cloud imagry, the SASS superobserva-
tion winds, and the divergence field computed
therefrom plus the SHD_ results provldea detalled
meteorologlcal description of an occluded cyclone
approaching the vest coast of North America. The
GOES cloud image in Flg. 2(a) shows an occluded
low crossing the vest coast of North America. A
1on 8 cold front trails to the south and vest over
the Pacific. The cloud shleld extends well into

Canada and covers Queen Charlotte Island and most
of Vancouver.

Streamlines and Isotachs (m/s) are shown in

Fig. 2(b). Strong warm air advectton for the
streamlines currounded by the 15 m/s Isotach and

2 c to the south to 10 m/s is shown. The wind shift

-- in the general vicinity of the occlusion is shown.
, Queen Charlotte Island is not shown for s/._pllclty.
" The field of divergence is sho_n in FI_. 2(c) based on 65 values as a composite

with the _ront,.l analysts based on conventional analysis plus a schematic of the
clnud t_wmge shown in Fig. 2(a). Strong convergence Is shown at the intersection

of the cold and warm front with a band less than -4 X 10 -5 sec "1 extending over
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2O
a

3b

Fig. 3. The integrated water vapor in k_/m2
(a), the integrated llo,lidwater In kg/mz (b),

I and the rainfall rate In m_/hr (c), found from
_V_ the Scanning Multlchannel Microwave Radiometer

on SEASAT. In (a) the contours that parallel

t *', o,
Ss The dark area has values over 32 and the.innez

m2_
\ white area ,,aluesover 40. In (b), the area In

the center has values of 0.8, 1.2 and 1.6 wlth
-- _ 1.6 in white. In (c), the ralnfall rate contours

are for 0.4, 0.8, 1.2 and 1.6 roB/hr, wlth the
center white dot showing 1.6 ram/hr. From

_ McMurdle and Katsazos (1983)

more than 5° of longitude. Convergence is
also shown to the west of Vancouver in the warm

alr sector of the system. Divergence values
as high as (3.55 + 0.38) X 10-5 sec-1 and as
low as (-7.98 + 0.91) X 10-5 sec-1 were obtained.
The standard deviations show that t:.,.' firs= was
surely po51tive and the secend surely negative.

, Values of. near zero divergence would be indl-
3 c cated If the esti_nte plus one standard devia-

tion and the est/mate minus one standard devi-
ation changed sign. This happene_ ely times.

The estimate yam between 1 X 10-5 sec-1 and 1 X 10-5 sec-1 28 tines, su_;gesting

areas of nearly nondivergent flow.
The higher convergence values would _roduce upward vertical velocities of 1.6

,a cm/sec at a height of 200 m. Air moving at 15 m/s w/11 rlse 57 m as it travels
IP 54 _ in one hour. Over a one degree square _t 50 ° N about 400 cubic kilometer.

of air pass upward through the 200 meter level each hour in the area of strong
Convergence.

,e, 563

1984019194-560



• Figure 3 shows respectiveJv the total mass of water vapor over each square

" meter of the sea surface in kg/m 2, the total liquid water in kg/m 2 and the

rainfall rate In ms/hr. The fronts in these figures are different from those

7_ in Fig. 2. Whe analysers involved were independent and need to be reconciled

, on the basis of mo_e data and consistency checks.

These figures for REV 1212 provide valuable quantitive data on the properties

", of an extratropica[ cyclone. The winds are shown to be transporting warm moist

air by means of a concentrated _outheriy flow in advance of the cold front.

The moisture is concentrated by this flow in a narrow band along the surface

front. The band of high water vapor content undoubtedly would continue Lcyond

the swath following along the frontal system. The highest concentrations of

liquid water in Fig. 3(b) are along the front and in the area of convergence of

Fig. 2(b). The precipitation is patchy in shall cells with values over 4 nun/hr.

Were the pattern in Fig. 3(c) to be shifted north north westward, without change

in form, past a point at about 49_ N, 130 ° W, at, say, 15 or 20 m/s and the

rainfall rate integrated with time, the result would be an integratpd _alnfall

6_aph very similar to the one in Fig. l(b). The cold frong passage as in Fig. 1

would also appear as a time history at this and many other points properly lo-
cated in time.

WIND STRESS _ND WIND STRESS CURL

There are many different equations that have b,,en proposed to relate the

wind at i0 m to the wind stress defined either by
-P, 9 I

TI_ = u_ = - u w > (13)
O

or by CI0 = u2/_(lO) - ,-.,'I/_

as, 1-r example, Large and Popd (1981). A completely new one based on data

from th_°e different sources was used in this study. Lots of questions in this

problem arL,_ remain unsclved, but if the superobservation represents the synop-

tic scale win6 _t ]_9.5 meters, it can be related to the wind at i0 m by (15).

U(19.D) = J(10) + (u,(U(10))£q(19.5)/lO))/K (!5)

and by, in meters per seco._d,

2 :
u, I0-3(2.717(U(I0)) + 0.142(U(I0)) 2 + 0.0761(U(I0)) 3) (16)

For selected values of U(19.5) Table 1 can be obtained as examples and as de-
tailed a table as desired can be constructed. There i_ a one to one relation-

ship between the isotach values in Fig. 2(b) and u2 values from the following

table and the above equations except that u2 is strongly concentrated in areas
of high winds. As the wind varies by a factor of 5 the stress varies by a
factor of 45.

2 2
'_ TABLE i Values of U(19.5), U(IO), u, and u, in Meters per Second Except u,.

2
U(19.5) U(10) u, u,

I 5 4.7 0.024 0.156

i0 9.5 0.103 0.321

i_ - 15 14.4 0.281 0.531

20 18.7 0.601 0.775

25 23.2 i.I00 1.049

For an air density of 1.25 kg/m 3, the vector value of T can be computed along

with coL responding parallel and normal estimates of sampling variability.

_m The finite difference estimate of the curl is given by (17) in units of

'_ ((Ne;fcons per square meter) per meter),
.J

"P'i
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REV1212 _- Fig. 4 shows the field of the curl of the
|8 GMT 19 SEPT 1978 _ C_O.

IOT-CURLF. _ wind stress within the swath for REV 1212.zo e.,_
(NU"}u" --,_L\ ? . " For the four REVS of Pierson, et al• (1983)

_,_,\ __. 6o.
,, .-.--2oL-_/, this figure is typical. Both hiEh wind stress

",_-,5_ ::_, values and high values of the curl are con-
,, _-iop .,

_76" centrated over relativelv small areas of the

;.'-_ow. J ocean

o.f'_/_ .j_,e_. At the synoptic scale, the wind stress is
-,o ,/7:_)-"_- large over relatively small areas and small

" ,'[_ "_ over relatively large areas Areas of large,. "--2o'_ _
_'s. .,o.__,_ _ ._ wind stress curl are concentrated over small

_" -_o_,/*_._ areas. The erratic day to day motions of

_.,_/_ /" _ _ drogued buoys as studied by Kirwan, et al.
._/s/] k _ r (1978) in the North Pacific may eventually be

_._.,_ _5_// "--,o_:_ explainable by such data.
,o-/ _

-'°/'.- _ DISCUSSION% -,/

-_ / / The time is not too fa: off relative to az

_. ." -_/ time scale beginning around 1900 and acceler-

"" / // ating since S|ylah in 1973 and SEASAT in 1978

" "-_ / to plans for several scatterometers, radi-

V,_--_ ometers and altimeters in the late 1980's when

i " analyses such as this one over the oceans willbe global and used to prepare routine weather

"_s. forecasts and to understand the ocean circu-

!ation. There are problems of four dimen-

Fig. _ The Curl of the Wind sional space time data assimilation still to
5tress for REV 1212• Values be solved plus the need for better atmospher-

_re in Newtons per Square Meter ic models and improved representations for
per Meter. turbulence. It will not be possible to beg

the question by arguing that the initial value

specification is not good enough to yield a

, correct forecast. It is already clear from the analysis of SEASAT products that

the specification of wind fields over the oceans can, at times, be grossly in
error when only conventional data are used.

+ 4.5.10-6(CURL(_h) s = cos _ (_s_('!o+ l, _o) - _sB(_o - i, 0o,,_
O

- cos eo(_s_(_o' eo + I) - Ts_(_o, eo - i))

+ 0.034905 sin e° Ts%(%o, 8o)] (17)
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ABSTRACT

A series of experiments has been performed to assess the impact of S_._at-

A scatterometer (SA_S) w-nds on coarse resolution GLAS model forecasts. In

general, the effect of objectively deollased-SASS data is found to be negligible

in the Northern Hemisphere. In the Southern Hemlsph_-'e the impact is __.ger

and primarily beneficial when VTPR data is excluded. However, the inclusion of
VTPR data eliminates the positive impact, indicating some redundancy between
the two data sets.

I, INTRODUCTION

The Seasat-A satellite that flew for three months in 1978 provSded a new
source of data over the world's oceans for meteorological and oceanographic

research. On board the satellite, an active microwave sensor known as the

Seasat-A Satellite Scatterometer (SASS) measured capillary wave backscatter,

which can be used to infer wind stress or surface wind velocity (Jones et al.,

1978). The scatterometer provides hlgh rcsolutlon winds, but each wind can
have up to four possible directions. One wind direction is correct, and the

rest are ambiguous or "aliases". Consequently, before an analysis can be made
with the SASS winds the aliases must be removed.

•- Until recently only a few limited studies had been conducted to evaluate
the usefulness of SASS data for numerical weather prediction. In a simulation

study, Cane et al. (1981) found an improvement in the surface pressure forecast
over the extratroplcs with SASS winds. However, their results are probably too

optimistic because the assimilated winds did not contain an alias and were
inserted at the lowest model level (nominally 945 mb), This underestimated the

typical errors made in obtaining a 945 mb wlnd field from the ambiguous surface
wlnds.

In studies wlth actual SASS data, Yu and McPherson (1979) designed an

Iteratlve procedure for alias removal and analyzed the resolved SASS winds wlth

a global optimum interpolation scheme (Bergman, 1979). They found the effect

of the SASS winds on the surface pressure analysis to be negligible over areas
where ship reports are plentiful. However, large effects were noted uver areas
where ship reports are sparse.

: In a later study, Yu and HcPherson (1981) used SASS winds directly in the

lower tropospheric wlnd analysis. They found large differences in the SASS and
NOSASS (without SASS winds) wind and height analyses in the Southern Hemisphere

after 48 h of assimilation. The differences in the Northern Hemisphere were

much smaller. Similarly, the 72 h forecast differences were significant in the

Southern Hemisphere, but very small In the Northern Hemisphere-
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Using a variational approach to remove the ambiguity of the SASS winds,
Hoffman (1982) found the resulting analysis within the SASS data swath to be a

reasonable representation of the surface wind. However, Hoffman noted some
deficiencies particularly near circulation centers which could be corrected by

subjective intervention.

In this study, we examine the impact of SASS data on the GLAS analysis/
forecast system. In Section 2, the objective analysis and assimilation of

SASS winds is discussed. A scheme developed to objectively deallas the SASS

data is discussed in Section 3. Section 4 presents the results of some analysis

and forecast experiments, and a summary follows in Section 5.

2. OBJECTIVE ANALYSIS AND ASSIMILATION OF SASS WIND DATA

In this section we describe the analysis system developed for t,e evaluation

of the usefulness of Seasat data for numerical weather prediction. A similar
version was utilized in the evaluation of data from the FGGE observing systems

(Halem et al., 1982).

2.1 Forecast Model

The forecast model is the 4° latitude by 5° longitude fourth order global
general circulation model described by Kalnay-Rivas et al. (t977) and Kalnay-

Rivas and Holtsma (1979). It is based on an energy-conservlng scheme in which
all horizontal differences are computed with fourth-order accuarcy. A two-

dimensional (latitude and longitude) sixteenth order Shapiro (1970) filter is

applied every 2 h on the gea level pressure, potential temperature, and wind

fields. In this scheme, wavelengths longer than four grid lengths are resolved

accurately without damping. Wavelengths shorter than four grid lengths, which

would otherwise be grossly misrepresented by the finite differences, are filtered
out while they are still infinitesimal.

2.2 Objectively Analysis Scheme

The objective analysis scheme, described in Baker (1983), employs a

successive correction method (Cressman, 1959) utilizing the first guess provided

by the model 6 h forecast from the previous analysis. Eastward and northward
wind components, geopotentlal height, and relative humidity are analysed on

mandatory pressure surfaces. Surface pressure and temperature are reduced to

-_ sea level and analyzed there. An intermittent analysis is performed every 6 h
on batches of data grouped in a + 3 h window about each synoptic time.m

In the aslmllation of the SASS wind data, the analysis procedure was modi-

fied from the way in which it was applied with the FGGE data (Halem et al.,

1982). The various steps in the assimilation of SASS deta involve objective
deallasing, optional subjective enhancement, objective analysis of the final

dataset, and adjustment of the sea level pressure field by the surface wind

field using the linear balance equation on the wind increments introduced by

the analysis. The model is then integrated either 6 h to provide a first
guess for the next deallaslng or for a few days in order to conduct data impact

'_ studies.
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5. OBJECTIVE DEALIASING OF THE SASS WIND FIELD

A three-pass procedure was developed to objectively dealias the SASS wind

field. The guess for the first pass over the data is provided by a 6 h prediction

from thc previous analysis by tile GLAS fourth order model. The SASS wind vector

which is selected from the possible aliases is the one nearest in direction to

the first guess vector obtained by a bilinear interpolation of the four

surrounding first guess vectors. The least ambiguous data points (two aliases)

are handled in the first pass, with the more ambiguous cases (three or four

aliases) handled in the second or third pass. This approach was adopted because

of our experience in subjectively dealiasing SASS data which indicated that a

! more accurate SASS wind field could be produced by using resolved SASS vectors

fro_ data points with lesser ambiguity in subsequent dealiasing passes over

data points with more ambiguity.

After the first pass over the SASS data, the resolved SASS vectors and

available ship winds are analyzed by a successive correction method (SCM). The

resulting surface wind analysis is utilized in resolving the SASS wind vectors

in the second pass. The resolved SASS winds from the first two passes and the

ship data are then analyzed as before, This analysis is then utilized in the

third pass in a similar manner.

4. RESULTS OF ANALYSIS/FORECAST EXPERIMENTS

In this section we present the results of some analysis/forecast experi-

ments with the Seasat data. Four assimilation experiments have been conducted

from 0000 GMT 7 September 1978 to 1200 GMT 13 September 1978. The experiments

began from initial conditions provided by the global operational Hough analysis

(Flattery, 1971) of the National Meteorological Center (NMC) for 0000 GMT 7

September 1978.

The four assimilation experiments differed only with respecL to the usc of

objectively dealiased SASS wind data or satellite temperatures from the verti-

cal temperature profile radiometer (VTPR) on board NOAA-4. All other available
conventional and satellite cloud track wind data were included in each of the

asssimilation experiments. A total of 16 forecasts (four for each experiment)

were generated from the initial conditions provided by the assimilation at 0000

GMT 9, 1200 GMT 13 September 1978. Extensions of these assimilation cycles and

forecast cases as well as a fifth assimilation experiment using the subjectively

enhanced SASS winds are planned for the near future.

The evaluation of SASS data impact concentrated on differences between the
initial states which resulted from the assimilation of SASS winds and differences

between numerical predictions made from these initial states. Initial state

differences were evaluated by comparing pressure and wind field analyses produced

with and without SASS data. Numerical predictions were evaluated objectS:ely

:_ by SI scores and rms differences and by subjective comparisons.

4.1 Initial State Differences

8 For satellite observations of surface wind to have a significant impact on

numerical weather prediction, substantial differences between the atmospheric

p_ state analyses produced with and without the data must occur. The surface wind

observations should be consistent with the higher level analysis and low level

569
7'

1984019194-566



mass field_ and the forecast model should be sensitive to the low level wind

"_. modifications. Assimilation of scatterometer data can work in two ways to

modify the analysis. First, it can modify the wind field directly and the mass

field indirectly through balance adjustments to the wind increments. Second,

these differences may be amplified at the next analysis time due to their effects

on the first guess fields used for that analysis.

The magnitude of the initial state differences depends strongly on the

amount of available conventional and satellite data. Thus, larger differences

would be expected in the Southern Hemisphere than in the Northern Hemisphere
and in the assimilation without VTPR data.

Comparisons of analyses produced by the four assimilation experiments (not

shown) for the most part confirm this expectation. In the Northern Hemisphere,

with or without VTPR data, the assimilation of SASS winds produced only modest

(generally < I0 m sec -I) vector wind differences from 1000-500 mb. Over most

of the oceans there were negllble differences in sea level pressure and 500 mb

geopotential height. Maximum 500 mb height differences of 64 m, covering not

more than two mdoel grid points were occassionally observed. On the average,

the central pressure of cyclones at sea level differed by .5 mb. The maximum

difference in central pressure was 5 mb.

In the Southern Hemisphere, more significant differences occurred. For

the assimilations with VTPR data included, vector wind differences of 10-20 m

sec -I, sea level pressure differences of 8-16 mb and 500 mb height differences

of 64-98 m covered large regions of the extratropical oceans. The average and

maximum central pressure differences for cyclones at sea level were 3 mb and 15

mb respectively. For the assimilation with VTPR data excluded substantially

larger differences were observed.

4.2 Prognostic Differences

Both objective scores and subjective comparisons were used to evaluate the

impact of SASS data on GLAS model forecasts of sea level pressure and 500 mb

height. S1 scores and rms differences were calculated for each of the 72 h

forecasts at 24 h intervals using the NMC objective analysis for the same time

as verification. For reasosn of brevity, onl S 1 scores averaged over all
forecasts for North America and Europe (Fig. 5) and for South America and

Australia (Fig. 6) are presented here.

_ Fig. 5 shows the average effect of the SASS data to be insignificant over
North America and Europe. With VTPR data excluded, the impact of SASS winds is

very slightly positive from 24-48 h and very slightly negative at 72 h. The

inclusion of VTPR data results in improved predictions at 24 h and 48 h at 500

mb but degrades the 24 h and 72 h forecast skill at sea level and the 72 h

skill at 500 mb. This degradation is larger in the forecasts which also

included SASS data. Thus, in the cases with VTPR data, the impact of SASS

winds is slightly negative at sea level and negligible at 500 mb throughout

"- the 72 h period.

Fig. 6 shows that the effect of SASS data on forecasts for South America, and Australia is highly dependent upon whether or not VTPR soundings were

assimilated over the Southern Hemisphere oceans. When VTPR data is excluded,

-_ the impact of SASS winds is increasingly positive from 24-72 h at sea level; at
P
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Flg. I. S1 scores for North America Flg. 2. Same as Fig. 1 for South
and Europe averaged over 4 America and Australla.
forecasts.

500 mb the effect is essentially negligible. It is very slightly positive at

24 h and 72 h and very slightly negative at 48 h. the inclusion of VTPR data

In the Southern Hemisphere has a large beneficial effect. However, it improves
the NOSASS predictions substantially more than the SASS forecasts. As a result,

the impact of SASS winds is sllghtly negative a_ both sea level and 500 mb from
24-72 h.

For the subjective evaluatlon sea level pressure and 500 mb prognostic

-_ cherts from the four experiments were compared wlth the NNC analysis over North

America, Europe, South America and Australla. Comparisons were made at 12 h

intervals and the SAgS forecasts were classified as slgnflcantly better, sllghtly

better, the same, sllghtly worse, or significantly worse following the procedures
described by Atlas et al., (1982)._o

Tab_.e 1 presents a summary of the subjective ratings. These results
i, confirm the gnerally insignificant effect of SAgS data over North America and
-" Europe with only one prognostic chart being classified as significantly worse

due to the combined effect of SAgS and VTPR data. For South America and
,_ Australia, the effect of SAgS data Is larger but inconsistent, Both positive

and negative lmpacts occur. The impact is largest and most beneficial when VTPRm
soundings are not assimilated.
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Table I. Subjective Evaluation of SASS Impact For Sea Level Pressure and 500
mb Height.

"_ ISASS Prognostic North Amer. South _mer.

I
Charts & Euro)e & Australia

W/VTPRiW/O VTPR W/VTPR W/O VTPR

Slgniflcantly 0 0 I 3

Better

Slightly Better 0 0 0 I0

Same 71 72 65 50

Slightly Worse 0 0 4 3==

Significantly
Worse 1 0 0 2

5. SUMMARY

A series of assimilation/forecast experiments has been performed to assess
the impact of Seasat-A scatterometer (SASS) winds on GLAS model forecasts.
Four assimilation cycles were conducted from 0000 GMT 7 September to 1200 GMT
13 September 1978 whlch differed only wlth respect to the Inclusion or exclusion
of objectively dealtased SASS winds or VTPR soundings, four forecasts wlnds or
VTPR soundings. Four forecasts from each assimilation were evaluated by
objective measures and subjective comparisons.

In general, the results of thls evaluation show a negligible effect of the
SASS data In the Northern Hemisphere. In the Southern Hemisphere the impact is
larger and primarily beneficial when VTPR Is excluded. However, the lncluslon
of VTPR data effectively eliminates this positive impact, indicating some
redundancy between the tJo data sets.

This study was limited by the coarse resolutlon of the analysis and fore-
cast model, the lack of a detailed planetary boundary layer formulatlon in the
model, the use of only objective dealiased SASS winds, the small number of
forecast cases and others. We plan to investigate the importance of each of
these factors in the near future.

6. A_OWLBD6EME_rrs

The SASS wind data flelds, utillzed in this study were obtained from the
Atlospherlc EnvlromMnt Service (AES) of Canada, courtesy of S. Peteherych.
Subjective dealiaslng and subjective enhancement of obJectlvely deallased
winds at GLAS are being performed in collaboration with P. Wolceshyn (JPL),
N. Wurtele (UCLA) and S. Peteherych. (ABS). The authors benefited from
discussions with each of the above investigators as weU as with R. Hoffman,

-". H. Cane, T. Yu and _. RcPherson. Excellent technlcal assistance vlth the data

processing and asslmilatlon were provided by D. Edelunn, A. Pursch and
D. Wallace. S. Postman, H. Bloom, J. kdner and R. Laplente partlclpeted in

,N,_ the subjective evaluation. L. Thompson typed the manuscript and L. Rusburg
_'" drafted the figures.
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i. ABSTRACT

The first global wind fields from Seasat scatterometer data have now been

produced. Fifteen days (Sept. 6-20, 1978) of record are available on tape, with
unique wind dicectlel, s indicated for each observation. The methodology of the

production of this data set is described, as well as the testing of its validity. A

number of displays of the data, on large and small scales, analyzed and gridded,

are provided.

2• INTRODUCTION

This paper is concerned with the production and scientific potential

of global data sets from Seasat Scart_rometer (SASS) data record. The validation
of the individual wind vector observat'ons is fully documented (Jones et al.,

1982; Schroeder et at., 1982) and is here taken as established, although elsewhere

in this volume (Woiceshyn et al., 1984), certain features of the geophysical

algorithm are called Into que_tlon. A number of interesting case studied using
SASS data have demonstrated the capability of revolving features and patterns with
significantly greater accuracy and resolution than is possible with conventional

data (Peterych et al., 1981; Pierson, Sylvester, r.ndSalfi, 1984). However, the

problems associated wlth the production of a global data sets, and the research
made possible through use of such sets, are d_.fferent from those involved in case
studies; and these aspects of SAgS data are the ones treated herein.

As is well known, the Seasat Scatteromecer, having two antennas on each side,
produced a Geophysical Data Record (GDR) that is ambiguous as to wind direction,

" with two to four alternative dlrectlo:ts associated with each pair of doppler
cells. Fisure i displays schematically the relation between the number and
orientation of alternative wind d:rectlons and the direction of the satellite

antennas. This relationship becam,. = crucial in tb.e methodolosy of producing a met
of unique wind vectors from the SASS data, as will be seen below.

Two major field programs, the. Gulf of Alaska Experiment (GOASKX) and the Joint
Air-Sea Interaction Yxperimer.t (JA_IN) in the northeast Atlantic provided
observational date asalnst whl_h the Seasat geophysical data, Includin$ those fro.,

i SAGS, could be compared and _alldated. The comparisons were carried out in three

workshops organized for that rmrposa.
The process of selecting a sinsle direction from aeon 8 alternatives

; ('aliases') became known as "dealiasins," and partial re$1onal data sets were

dealised for the GOASEX and JASIN workshops. It yea evident to meteoreloalets
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"'- that deallsing could be achieved by that process of subj_ctlve pa,Lern-r_,cognition
that is called meteorological analysis; and this procedure, as w_,ll ,is the SASS

technology in producing wind measurements, was validated at ,tittwo workM_ops.
The GOASEX workshop results wet- reperted by Jones et el. (!979). The cover uf

the issue of Science containing the GOASEX reports was devoted to a deaiised SASS
swath off the Canada/Alaska coast, oince that publication date, all available

ship observations w,_re collected and added to the figure to show the n_'ar-perfect

agreement. This is here reproduced as Figure 2, with th,, ship winds draftud in
heavier line than the SASS winds.

In the case of JASIN, two teams of analysts worked independently and without
the aid of in sltu observations or satellite imagery. Their final product_ agreed

to an extent that was acceptable to the workshop scientist:_, and did not require

alteration when the in slt_____U_Udata were made available. DetaiLs of _his expt,rlment
are presented in the article by Wurtele et al. (1982), in which the fu_Idamental
kinematic patterns - common to all two-dimensicna I vector fields - are

systematically described, and examples given illustrating the realization of these
patterns in JASIN data.

Fisure i. Schematic showing Figure 2. SASS Rev 1140 from GOASEX
relation between wind direction workshop, dealiased, wlth satellite imagery

antenna orientation, and SASS r_ported superimposed. Note 50-km resolution.directions. _hlp-observed _inds have been added in heavy
" line drafting to compare wlth scat_erometerp#

data
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3. PRODUCTION OF THI DATA FILE

In July 1982 a cooperative project was begun to dealise a global data set.

The participating institutions were Jet Propulsion Laboratory, Atmospheric

Environment Service o_ Canada (AES), NASA Goddard, and U.C.L.A. (Meanwhile,

i objective dealiasing techniques had been under investigation at Goddard Laboratory

of Atmospheric Science (Baker et al., 1984), and the two methodologies contributed

to the development of each other.)

The official CDR was found less useful in the subjective dealising than the

charts produced by t.ES, on which the SA3S observation were plotted with i00 km-

resolution at equal intervals and in rows normal to the satellite subtrack. I_

situ data from coastal stations and ships were plotted on charts with identical

cartography. The aralysts consulted also imagery from GOES East and West, DMSP,

and Meteosat. (In fact, the analysts were quickly impressed by the extent to

which the cloud patterns - at any height - could be associated with rurface wind

patterns.)

As wltP JASIN, the analysts worked in two teams, independently, one at AES,

the other with JPL/UCLA. Various measures were recorded of the agreement of the

wlnd-vector selections of the two teams; here it suffices to say that agreement

without consaltatlon was achieved in about 80 percent of the individual vectors.

The areas of disagreement were discussed in workshops, and a "consensus" set of
selected wind vectors was determined.

At this point, however, a severe data-handllng problem arose, that had not

been faced with the GOASEX and JASIN data. When the analysts had done their work,

the consensus data existed only on the analysts' charts; it now had to become a

part of the SASS data tape, that each SAS_ wind observation would have one of its

alternatives designated as the "correct" direction. Each chart contained

approximately 4500 wind observations, and each SASS-day required six charts.

The proced'ire _inally adopted for this massive data handling constltltuted a
seml-automated routine based on the characteristics of the SASS instrument

represented _n Figure I. There, it will be noted, the true direction varies by no

more than 90 degrees, and each SASS datum has one and only one direction in that

quadrant. Thus a single designator, for the rear quadrant, can specify the

correct selection from the aliases. Thus it is possible to delineate polygonal

areas within a SASS s%ath - greater or lesser in extent - within which all

"correct" wind directions fall within a single quadrant, relative to the satellite

sub-track. The vertices of these polygons are identified and recorded on tape by

a digitizer, toget,er with the essential information, including, of course, the

_ quadrant direction designator. An example of five SASS swaths divided among

polygons is presented in Figure 3. The polygon file thus generated is merged with

the orig_nal SASS data file to create a geophysical data record of unique marine

wind "ectors. (The alias directions are retained in the file for the benefit of

scientists who prefer to do it themselves).

%
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4. GLOBAL DATA PP_SENTATION OF POOR QUALITY

By tile methods described, then, a total of 15 days of global SASS data has

been deallas_d, and is now available to scientists upon application tG NASA

Headquarters. ;.Imost one-half million wind observations are recorded in this data

set. There are mure observations in some regions of the southern oceans than are
represented in the total climatological history of these L=gie,,s before Seasat.

Visual presentation of these global data may be made in a number of w_ys, and we

have chosen the following. Half the globe is plotted with descending orbital

data, the other half with the corresponding ascending orbitai data. Such a plot

is presented in Figure 4. It is a mode of presentation unfamiliar to

meteorologists accustomed to synoptic charts.

Consecutive parallel orbits are removed by i.5 hours in time from each other.

The two V-shaped configurations, where ascending and descending orbits meet,

represent a 12-hour displacement in time. Between successive orbital swaths

streamline interp_latlon is possible, and in any case, analyses may be checked

against co-located data 12 hours earlier or later. Interpolation in the V-regions

wlll constitute, in effect, a smoothing over a 12-hour period, and is therefore

less reliable as representing momentary directions. The streamlines in Figure 4

are black lines with direction arro_,s. Speeds (not interpolated between swaths)

are indicated according to the code In the upper right.

Such a global presentation, based on some 28,000 observations, is an exciting

event to meteorologists. We note the greater wlnd speeds in the Southern

Hemisphere; the monsoonal flow onto the Indian subcontinent and the African

continent, east and west coasts; the two typhoons (Irma and Judy) on either side

of the Japanese islands. The Antarctic ice is shown In white, the ice-edge itself

having beeu identified from the SASS observations. The Intertroplcal Convergence

Zone (ITCZ) - a heavy dashed bloack llne - shows strongly in the eastern half of
the Pacific and extends from Africa to Brazil in the Atlantic.

We may now look In higher resolution at one of the interesting features of the

map, the ITCZ in the region of 220-260E. Figure 5 presents an analysis of this

area, superimposed on the un-dealimsed scatterometer observations. The storm-

Induced perturbations on the ITCZ are cleaL'ly delineated in the lO0-km resolution
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wind data, and even more striking is the different westward flow pattern detected

by the SASS data along the Equator, emphasized in the Figure by gray shading.

This is not a unique occurrence of this phenomenon. Rather, the data set reveals
that when tropical depressions on the ITCZ intensify, they tend to be associated

with a zone of divergence along the Equator. The density and quality of the data

permit the calculation of vorticlty and divergence fields, for the entire global

oceans, or for any area of interest. Figures 6 and 7 show, respectively, the
contours of vortlclty and divergence in the area covered by Figure 5. (Units for

both are 10-6 s-I ). Maxima of vorticlty appear at the perturbations of the ITCZ,

with values of 4 x 10-5 s-I, and vortlcity minima of about half the magnitude, are

only four to six degrees to the south. Convergence and divergence maxima,

however, are of about equal magnitude (± 3 x 10-5 s-l), and are separated by ten

degrees latitude, the divergence centers being, as anticipated very near the

Equator. These surface flow patterns seem to suggest a meridional circulation,

rising over the ITCZ and sinking at the equator.

! 5. GRIDDED FIELDS

For numerical manipulation, it is essential to connect the streamlines

/isotach fields to digital (u,v) vector fields at regularly spaced grid points.

This has been done by means of a three-point linear interpolation algorithm

; modified for the unique requirements of the present project. A display of grldded
• wind field data is of little intere_ _ in itself; but from such fields, with

appropriate software, many interesting zlelds may be derived.

As an example, Figures 8 and 9 present, respectively, the mean eastward and

_; mean northward velocity components for the entire 15-day data set, in the Pacific
Ocean. Dashed light contours are for negative values, solid contours for

positive, and the heavy solid lines if the zero contour. The huge area of

easterly trades dominates Figure 8, wlth mean westerlies much stronger in the
Southern Hemisphere. Figure 9 vividly illustrates the intensity of the ITCZ in

the eastern Pacific, and the weakness in the western. Flow onto the Antarctic ice

pre- dominates in the Paclflc; off the ice, in the Atlantic (not shown). Wind

cllmatoiogles exist for variety of oceanic regions, and a variety of periods of
record. Meteorologists may be impressed to find a 15-day mean so similar in many

! features to the climatological September. Certainly the question of the time

period necessary for averaging out various transient features is an important one
in the theory of climate. A systematic discussion would require analysis in terms

of impirical orothgonal functions.

Another statistical representation of the data set is contained in Figure i0.
" Here is contoured the difference between the magnitude of the vector mean wind and

= the standard deviation of the speed, with positive (dark) and negative areas only

i being shown for the sake of clarity. Thus a positive area indicates relative
i steadiness of both direction and speed. An outstanding feature is the steadiness

of the Southern Hemisphere belt of westerlies, equally pronounced in Atlantic and
Indian Oceans (not shown). Despite the sharp gradients of the north-south

component (Figure 9), the region of the ITCZ in Figure 10 is seen to be one in
which the standard deviation is greater than the mean, a situation arising from
the relative small spatial scale perturbations of the ITCZ. The large positive
areas are, of course, the trade wind regions.
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CONCLUS ION

Methods have been developed for dealiasing the Seasat SASS data record and for

producing a data tape in the same format, but with a unique selected wind

direction associated with each observation. Fifteen days (Sept. 6-20, 1978.) are
now available for scientific use. The resulting gJobal wind fields, as

represented by streamlines an_ isotachs, provide a visualization of meteorological

features of every scale upward from I00 kin. The data may be interpolated onto a

. _rid array and then handled numerical by conventional procedures.

The scientific opportunities offered by scatterometer data have yet to be

systematically discu_Ised, although some areas of especial interest are identified

in the forthcoming science opportunities documented for the Navy Remote

L )ceanographic Satellite System (_reilich, 1984), scheduled for 1988-89 launch.

_CKNOWLEDGMENTS

The following meteorologists participated in the production of the data set:

-'_Irek Borowsky, Glenn Cunningham, A1 Davies, Gordon Muttlt, Greg Pihos, Mike

_resley.

The authors would like to express the|r gratitude to John Theon, Robert
:'Turran, and Laurence McGoldrick for continued encouragement and counsel.

I Part of this research was Jointly supported by the Atmospheric and Oceanic_rocesses Branches at NASA lleadquarters, and was partly conducted at the Jet

,_ropulslon Laboratory/Callfornla Institute of Technology, under NASA Contract NAS
__-918 •

_84

'

1984019194-580



_.,._, ,_t,, ,-- , ._

OF PO_,', QUA!_!TY

References

Atlas, R., Petehrych, S., Woiceshyn, P., and Wurtele, H. G., 1982:

Analysis of satellite scatterometer data and its impact ,),_weather

forecasting, Oceans, September i982, 415-420.

Baker, W. E., Atlas, R., Kalnay, E., Hales, M., Woiceshyn, P. M.,

Eddman, D., 1983: Large-scale no.aly_is and forecasL experiment_

with wind data from the Seasat-A scatterometer, to be published,

J. Geophys. Res.

Fre_llch, M., 1984: NROSS Scatterometer Science Opportunities,

• to he published by JPL, April, 1984.

Hel_erman, Sol, and Rosenstein, M., 1983: Normal monthly windstress

over the world oceans with error estimate_, J. Phys. Ocean., 13,

1093-1104.

Jones, W. L., Black, P. G., Boggs, D. M., Bracalente, E. M., Brown,

_ R. A., Dome, G., Halberstam, I. M., Overland, J. E., Peteherysh,

S., Pierson, W. J., Wentz, F. J., Wolceshyn, P. M., and Wurtele,

M. G., 1979: Seasat _catterometer results for the Gulf of Alaska

, Workshop, Science, 204, 1413-1415.

Jones, W. L., Schroeder, L. C., Boggs, D. H., Bracalente, E. N.,

Brown, R. A., Dome, G. J., Pierson, W. J., and Wentz, F. J., 1982:

The Seasat A Satellite Scatterometer: the geophysical evaluation of

! remotely sensed wind vectors over the oceans, J. Geophys. Res., 87,
• 3297-3317.

; McDonald, W. F., 1938: Atlas ot Climatic Charts of the Oceans,
U. S. Weather Bureau No. 1247.

Pierson, W. J., Sylvester, W. B., and Salfi, R. E., 1984: Vector

wlnd, horizontal divergence, wind stre_s curl from Seasat-SASS

at a one-degree resolution, These Proceedings.

Peteherych, S., Woiceshyn, P. M., Appleby, W. A., Chu, L., and

Spagnol, J., 1981: High resolution marine meteor_loglcal

analyusls using Seasat data, Oceanography from Space, Plenum

Publishing Co., 581-588.

" Schroeder, L. E., Boggs, D. H., Dome, G., Halberstam, I. M., Jones,

, W. L., Pierson, W. J., and Wentz, F. W., 1982: The relationship
between wind vector and normalized radar cross section and to

_" derive Seasat A Satlllte Scatterometer winds, J. Geoph_s. Res., 87,
3318-3336.

._ Woiceshyn, P. M., Wurtele, M. G., _cGoldrick, L. F., Boggs, D. H.,

and Peteherych, S., 1984: A new parameterization of the geophysical

:_, processes in wlnd/ocean scatterometry, these Proceedings.

Wurtele, M. G., Wolceshyn, P. M., Peteherych, S., Borowskl, M.,

£ and Appleby, W. S., 1982: Wind direction alias removal studies of

Seasat Scatterometer-derived winds, J. Geophys. Res., 87, 3365-3377.

58._

®

1984019194-581



• w w ,_ .j

" TIlE T'lPORTANCE OF ALTIMETER AND qCATTERO_TER
DATA FOR OCEAN PREDICTION

Harley E. Hurlburt
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ABSTRACT

The potential for ocean prediction within the next decade is discussed in terms

of the crucial elements: data, computing power, and models. The paper outlines a

strategy for a global ocean prediction system that is based on appropriate satellite

data, Class 7 computers (~I gigaflop and 32-128 million words), and eddy-resolving

basin or global scale models. The paper is focused on the preJiction of meandering

currents, frontal positions, and eddies, but prediction of other oceanic phenomena
is also surveyed.

I. INTRODUCTION

The next decade should be to numerical prediction of the ocean circulation

what the 1950's and 1960's were to numerical weather prediction, a time when the

essential elements came together to permit major advances in forecasting skill.

These elements are I) adequate data input, 2) adequate computing power, and 3)

properly designed and adequately validated models for both data assimilation and
forecasting. Ten years aF,o none of these requirements were satisfied for many

aspects of ocean prediction. Meandering currents and eddies provide a notable

example: (I) clear prospects for adequate data with high density and global cocerage

from _atellite-borne instruments have become evident only in the last few years,

(2) Class 7 computers with a sustainable speed of ~I gigaflop and 32-128 M words of

memory are required for eddy-resolving forecasts in major ocean basins, and (3)
notable differences from meteorology are required in model design and in data
assimilation.

The U.S. Navy has determined a requirement for an ocean prediction capability,

and has established a research program to meet the requirement. This paper is an
overview of the requirements for data and computing power, and the issues of model
design and data assimilation primarily in the context of the effort at the Naval
Ocean Research and Development Activity. It should be stressed that there are hlany
types of ocean prediction aimed at different aspects of the motion, internal
structure, and surface of the ocean. These provide several important roles for
satellite data. This paper is focused on one important aspect of ocean prediction
where altimeter data can play a central role. In particular, there will be a
demonstration of the role that satellite altimeter data can play in detailed
surface and subsurface forecasts of meandering currents, eddies, and frontal
locations, forecasts that may extend up to several months.

2. DIFFERENT TYPES OF OCEAN PREDICTION

2.1 Classes of Response to Atmospheric Forcing

1i
Before concentrating on a particular type of ocean prediction, it is useful

_-_ to survey the scope of the problem. Table 1 from Hurlburt (1984) shows three

__ classes of oceanic response to atmospheric forcing that cover many phenomena for
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which prediction appears to be feasible and useful. It is not all-encompassln_

(e._. tides and tsunamis are omitted), but it is intended to help put the multi-

faceted problem of ocean prediction into perspective, identify phenomena where

predictive skill is feasible, clarify the potential roles of satellite data, and

to define the focus of the paper, which is primarily on Class 2. Fortunately,

many phenomena are sufficiently decoupled that it is possible to design forecast

models that can simulate and predict certain phenomena while suppressing or

parameterlzin_ the statistical effects of the remainder.

2.2 Nowcastin$

"Nowcasting'" is important in all three classes. To nowcast the models _re

integrated forward in time while driven by new atmospheric forcinK functions and

assimilating appropriate new ocean data as they become available. This allows
the models t_

a. Fill in temporal gaps in the data by using their predlc_Ive skill.

b. Convert better observed surface fields into subsurface structure,

c. Convert better observed atmospheric forcing functions into oceanic

information.

2.3 Class i: Strong, Rapid , and Direct

i Until _ow ocean prediction efforts have concentrated prima-ily on tides and

I certain phenomena in Class I, a class which to some extent ir_ludes the cumulative
effects of fine scale phenomena that are predicted via empirical or semi-empirical

parameterizations. Storm surges have received the me_t attention (Welander, 1961;

Jelesnianski, 1967; Crawford, 1979), but recently the U.S. Navy has initiated

hemispheric forecasts of surface waves (Pierson, ,982) and the upper mixed layer

(Clancy and Martin, 1981; Clancy and Pcllak, Ird3).

The output from atmospheric pL_diC_ J ,r.m_l_ and satellite-borne instrum_nts

measuring surface wind speed and dire_clon (og_-cerometer) or even wind speed alone

(scanning multl-frequency microwave ra_iompter (SMMR)) show great promise in

facilitating predictions in Class 1 and Class _. Scatterometers and microwave

radiometers can provide adequart ro_era%e, mccuracy, and spatial and temporal reso-

lution except for coverage .... coastal boundaries (Jones eta!, 1982; Wentz et al,

1982; Lipes, 1982; Sar_llite Surface Stress Working Group, 1982; Mueller, 1982).

For mixed layer fuL_casting, measurements of sea surface temperature (SST) (multi-

channel infrared and microwave radlometers) would be of value. Some work has also

been done on satellite measurement of latent heat flux (Liu, 1984) and incident

solar radiation at the surface (Gautier, 1981), the two heat fluxes that are usually

the largest at the alr-sea interface.

Although a satellite altimeter can measure surface wind speed and significant

wave height in addition to sea surface elevation (Fedor and Brown, 1982), the value
of a single altimeter with only a nadir beam is severely degraded when applied to

prediction of phenomena in Class I. This is due to the inverse relation between

;_. spatial and temporal resol-,tion that prevents adequate resolution for these pheno-

mena in botb space and time simultaneously. However, the altimeter can be useful
in constructing climatologies of wind speed and aisnlflcant wave height (Cheltou

- et al., 1981; Wentz et al., 1982; Hognard et al., 1983), in validation and tuning o!

_ certain models and in some research problems Involvin8 these quantities. Because
tides are repetitive with known periods, the altimeter should be important in

,_ refining the global knowledge of tidal phase and amplitude (Cartwright and Alcock,

m- 1981; Brown and Hutchinson, 1981; Dlamante and Nee, 1981; Mszzega, 1983).
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2.4 Class 2: Slow and Indirect

. The predlctlou of mesoscale (-S0-500 km) eddies, meandering currents, and

frontal positions (phenomena in Class 2) is the focus of this paper. Tt poses a

:_ problem where altlme_er data should play a central role. This is because (i)
Individual mesoscale eddies and current meanders are often not driven direct Z by
the wind or by any other exteruai forcinR function, and (2) eddieg can persist for

more than a year after their Inltlal aeneratlon (I,aiand Richardson, 1977). Thus,
oceanic data are crucial for reliable prediction of individual eddies and currenL

meanders. With sufficient oceanic data, we anticipate that the prediction of these

features can be treated as an initial value pToblem in whicb the future forcing

functions are representative but not accurate on time scales greater than R few days.

Without oceanic data input, slmu]ation can be used to predict the statistical prop-
erties of features and e,sembles, but usually not the evolutlon and movement of
individual features.

There has been little work on the prediction of Class 2 phenomena except for
the work on prediction of mesoscale eddies, usin_ llmlted-area models, by A.R,

Robinson's group at Harvard (Robinson and Ralavogel, 1980; Robinson and Tu, 1982;

Miller and Robinson, 1983). Uowever, there is a substantial body of literature on
the simulation and ocean dynamics of Class 2 phenomena which is very useful in the

design of ocean circulatlon prediction models (Holland and Lin, 1975; Rhines, 1977;
Semtner and Mintz, ]977; Holla,d, 1978, 1982; McWilliams and F1ierl, 1979; Cox,

1979; Hurlbur_ and Thompson, 1980, 1982; Lin and Hurlburt, 1981; Schmitz and

ilolland, 1982; Heburn et al., 1982). Many of these have simulated some features of

the ocean circulation with substantial success using simple models, rectangular

domains, and slmple steady forclnE function_. Thi_ is an indication of potential

predictive skill, but one largely unverfied at this time.

As an example, Figure I illustrates model simulation skill for a Class 2

phenomenon in the Gulf of Mexico. The model has t_o active layers, realistic

geometry and bottom topography, and horizontal resolution sufficient for major
current systems and eddies. :;ur_rlslngly, no eddy-resolving ocean modeling study

published to date has included all of these features in a deep ocean basin where

planetary vorticlty advection wa,_ important and the model was integrated ro

statistical equilibrium. This calculation was performed by A. Wallcraft (personal

communlcation) using the model of Hurlbt.rt and Thompson (1980). The ability to
handle detailed coastline geometry was added by W_llcraft. The model was driven

from rest to statistical equilibrium _olely by a steady inflow through the Yucmtdn
Straits between Cuba and Mexico which was compensated by outflow through the
Florida Straits.

Figure I compares "instantaneous" upper ocean flow patterns (a) from the
numerical model and (b) from observations by Leipper (1970). The Loop Currznt is
the major current system depicted. At this point it is about to shed an eddy.
The Loop Current is observed to penetrate into the Gulf, bend westward_ and to
shed an eddy with a period of approximately o1_e year. T Ls "annual" cycle w_s
long thought to be due to seasonal variations in the flow through the YucJtan

Straits (Cochrane, 1963). However, The model Loop Current exhlblts an approxlamtely
._ annual eddy-sheddlng period when the Inflow is steady, con_rsdlctln_ the earlier
" hypothesis. Although tlme variations are not essential, they can sLill play a

slgniflcant role in the eddy shedding (Hurlburt and Thompson, 1980). The Bode1
Loop Current also spontaneously shed eddies with realls_Ic dlme_ers, alplltudes,-_t
and westward propagation speeds. The dynamical basis for the agroamnt between the
observations and a circulation model with lovvertlcal resolution is dlocusHd by

w,I Hurlburt and Thompson (1980, 1982). Addltlonal Infornmtlon on the shnu_atlon in
"*' Figure I is found in Hurlburt (1984) Including the spontaneous generetlon of
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" i,,_ isothermal surface, 4-18 Aug 1966 (Aliminos cruise 66-A-11) from Leipper
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counter-rototing vortex pair as _:he eddy propagates westward. Such a feature has

• been observed repeatedly in the western Gulf of Mexico.

". 2.5 Class 3: Slow and Direct

Phenomena in Class 3 are a direct response to atmospheric forcing, but on much

longer time scales than those in Class I. Because they are a much more integrated

response to the wind, the requirements for temporal resolution and accurate depic-

tion of daily atmospheric fluctuations are not as stringent as in Class I. This

should permit forecasts on time scales greater than the few-day time scale for

atmospheric predictability. In Class 3 "nowcasting" and forecasting may be

feasible by using new atmospheric forcing functions without new oceanic data.
The addition of altimeter-derived sea surface elevation accurate on the scales

of ma_or ocean basins as well as on mesoscales would reduce the burden on the

simulation skill of the model. Examples of Class 3 simulation and prediction

studies include the work by Haney (1980) on predicting large-scale anomalies in

the North Pacific, by Busalacchi et al (1983) on the tropical Pacific, and by

Preller and Heburn (1983) on the western Mediterranean Sea.

3. RESOLUTION REQUIREMENTS FOR ALTIMETER AND SCATTEROMETER DATA

The horizontal and temporal resolution required for the forcing functions is

dictated primarily by the space and time scales of the atmosphere. Thus, scatter-

ometer-derived wind stress data would be needed on a daily basis to resolve the

evolution of atmospheric storm systems. The spatial resolution of the wind stress

data should be sufficient (~ 50 km) to resolve the wind stress curl associated with

: atmospheric cyclones, anti-cyclones and fronts. V'nds as close to coastlines as

possible are highly desirable. In these regions horizontal resolution should be
2C km or better. Since a satellite scatterometer with an orbit altitude of about

850 km has about a 1500 km swath width (with gaps), a single satellite in conjunction

with atmospheric models and the existing data base could meet these requirements

adequately (Satellite Surface Stress Working Group, 1982).

Altimeter data is essential for global _-ediction and representation of indivi-

dual current meanders and eddies. Cheney and Marsh (1981) have already demonstrated

the ability of the SEASAT altimeter to detect the Gulf Stream and mesoscale eddies

when using either repeat tracks or a geoid, and Cheney et al (1983) have used nine

sets of 3-day repeat tracks from SEASAT to produce a global map depicting the RMS

mesoscale variability of the sea surface elevation during Sep - Oct, 1978. Tapley

et al (1982) and Wunsch and Gaposhkin (1980) review the problem of obtaining
accurate measurements of current-related variations in the sea surface elevation

from a satellite altimeter and the success achieved with SEASAT. To be useful in

ocean circulation prediction, the altimeter data must, of course, resolve major

current systems and eddies in time, amplitude, and horizontal dimension. However,

the amplitude dependence on horizontal scale should also be noted. For currents

in geostrophic balance

_ k x fVg = -gVq

where f is the Coriolis parameter, vg is the velocity of the geostrophic surface
_. current, 6 is the acceleration due to gravity, and n is the sea surface elevation

o0

above the geold related to oceanic _urfaee currents. The maximum velocity (V)

for typical, significant, persistent, mesoscale (- 50 to 500 km) features in the
,_ ocean ranges from about I0 cm/sec to 1 m/sec. Up to 2 m/see is not uncommon in

the stronger currents. For an altimeter which can usefully measure oceanographic

,-,- features with a minimum amplitude of n = I0 cm, the minimum radius of an eddy or

half-wldth of a current (L) with V = I0 cm/sec is L = I00 km at 42 ° Let and L = 150

' 592
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km at 27° Lat. For V = I00 cm/sec, L = I0 km at 42° Lat, and the Rossby number,

Ro = V/fL = I. For Ro << 1 the flow is geostrophlcally balanced. For Ro >> 1
vortices can develop cyclostrophic balance,

2

v@ a_
r -garr

where v@ is the tangential velocity and r is the radius of curvature_ In this
case the amplitude of q associated with the vortex is dependent on v_ but is

nearly independent of the scale of the vortex. However, a velocity scale > 2 m/s

is required for a signal in the sea surface elevation > I0 cm.

From this we conclude that a satellite altimeter able to measure variations

_n the sea surface elevation > 5 cm, which are associated with oceanic currents,

should provide usable information for the more significant currents and eddies

with scales greater than a few tens of kilometers. This accuracy is feasible

with current technology (TOPEX Science Working Group, 1981). Altimeter track
I

spa_ing of about 30 km and at most 50 km at mid-latitudes is needed for horizontal
; resolution of most detectable eddies. Experiments by J. Kindle at NORDA have

shown that three ascending or descending tracks with error-free data are sufficient

to adequately map an eddy with a nearly circular shape. Repeat intervals up to a

month should provide adequate temporal resolution for most mesoscale features,

particularly with the aid of predictive models to fill in the temporal gaps.

To minimize the time required for altimeter tracks to span a given eddy, the orbit
should be chosen so that adjacent tracks are one day apart. This requirement

should override any concern about tidal aliasing, since the tides are relatively

large scale and because removal of the tidal contributions to the sea surface

elevation appears feasible (Schwiderski, 1980; Cartwright and Alcock, 1981; Brown

and Hutchinson, 1981; Diamante and Nee, 1981; Mazzega, 1983). However, as noted

in some of the preceding references, accurate determination of the tidal phases
and amplitudes would be facilitated by at least once having an altimeter in an

orbit relatively free of tidal aliases with long periods.

A single satellite in a 20-day repeat orbit which carried a multi-beam alti-

meter (Bush et al, 1984) could easily meet the preceding requirements. Minimal
satisfaction of the requirements could be achieved by using a single satellite

with a nadir beam altimeter in a 40-day repeat orbit, if a numerical model was

able to bridge the temporal gaps. In the absence of an adequate geold, it would

be necessary to use a mean sea surface, so that only deviations from the mean would
be available to the model. In that case the model could obtain the mean from its

own or observed climatology. Bandpass filtering could be required to remove short

-_ (< 0(I0 km)) and long wave (> a few thousand km) error_, the scales wlth the

greatest errors (TOPEX Science Working Group, 1981).

_- 4. STRATEGY FOR OCEAN PREDICTION

:-_ Highly efficient models with low vertical resolution have demonstrated a
remarkable ability to s_mulate meandering currents and eddies, but high horizontal

_ resolution (~ I0 k_) is required to resolve them. To avoid serious Iim__tations on

-_ data assimilate-on and predictive skill, it is advantageous to use domains which
cover major ocean basins or seml-enclosed seas where the phenomena of interest

are generated within the domain, and where the open boundary segments are either
'_ small (such as flow through a strait) or very distant from the region of interest.
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Circulation models on subdomains of ma_or ocean basins which have extensive open

ocean boundaries are extremely dependent on _e source like a large-scale model

-, for boundary conditions durin_ both the data assimilatiun and prediction phases
(Miller and Robinson, 1983). To provide useful boundary conditions, the large-
scale model must also have resolution sufficient for the currents and eddies. To

model major ocean basins with high horizontal resolution and low vertical resolution,
a Class 7 computer (~ 1Gi_aflop and 32M to 128M words) is required. The intro-

duction of Class 7 computers is anticipated in the middle and late 19S0's.

Currently, satellites and atmospheric forecast models provide the only real

prospects for oceanic data and forcing functions with global coverage and resolution
adequate for use in ocean circulation models. For th_s purpose, the fields of

greatest value, which are observable fr_n satellites, are altimeter-derived sea
surface elevation, scatterometer-derived wind stress, and heat fluxes. Successful

ocean prediction appears feasible without extensive subsurface data collection by

using the simulation skill of the model to convert the potentially well-observed
fields at the surface into subsurface information, This looks more promising

than attempting to assimilate the extremely sparse subsurface data, a process

likely to do more harm than good. Where eddy-resolving subsurface data with
useful coverage is available (no where at present), it should, of course, be used,

especially if it is available on a regular basis and its statistical properties

are well known. In the long term, acoustic tomography shows promise in this

area (Munk and Wunsch, 1982), but we anticipate that subsurface data acquisition

adequate for prediction of mesoscale features will, at best, be limite in

coverage for at least the next decade. Some subsurface data and major field

programs are essential for the local and regional subsurface validation of the
forecast models.

The surface to subsurface data conversion process would be accomplished bv

using both the altimeter data and the atmospheric data as forcing functions.

Although this is an untested hypothesis at this time and the assimilation of the

altimeter data could be troublesome, the potential for surface to subsurface

conversion is enhanced by noting that (I) a single internal vertical mode explains
much of the oceanic variability (Richman et al, 1977; Flierl, 1978), (2) in a

layered circulation model with a single internal mode there is a one-to-one

correspondence between variations in the sea surface elevation and variations in

the depth of the pycnocline, (3) _uch a model can be initialized by altimeter
data alone, except near the equator where wind stress is necessary, and (4) such
models have demonstrated remarkable simulation skill in certain situations

(Busalacchi et al, 1983; Lin and Hurlburt, 1981; Hurlburt and Thompson, 1980, 1982),

although they miss the sometimes important effects of topography and baroclinic

instability (_olland and Lin, 1975; McWilliams et al, 1978; Hurlburt and Thompson,

1983). These require at least one additional vertical mode and we recommend no

less than three in an operational forecast model. High vertical resolution
can be obtained by coupling the circulation model with low vertical resolution to

an array of one-dimensional mixed layer models with high vertical resolution. A

• hemispheric array makes up the mixed-laver forecasts by the U. S. Navy (Clancy
_ and Martin, 1981).

Among the ideas proposed for application to ocean prediction, some that show

promise are I) the use of satellite altimeter and scatterometer data_ 2) the
conversion of surface into subsurface information, 3) the partial decoupling

of the ocean circulation problem from the turbulent thermodynamic mixed layer
'_ problem, 4) eddy-resolving circulation models with low vertical resolution and

_._ basin or global--scale domains, and 5) Class 7 computers. Some that are not
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promising (at least within the next decade or more) are I) eddy-resolving models

for major ocean basins with many fixed levels in the vertical, 2) the inclusion

of sophisticated mixed layer physics in eddy-reso]vin_ circulation models

covering major ccean basins, 3) the assimilation of sparse in situ data by ocean

circulation models, 4) coarse grid, non-eddy-resolving prediction models for the

ocean circulation, and 5) sub-basin-_ca]_ models with extensive open boundaries

except when they can obtain boundary conditions from an eddy-resolving basin

scale model. "Nowcasts" and short-range forecasts (a few days) from stand-alone

limited-area models appear feasible in regions with adequate subsurface sampling

(none at present). The first two ideas lack promise only because of the anti-

cipated computing power within the next decade or more.

Within the next decade the appropriate satellite data, Class 7 computers, and

eddy-resolving basin or globa]-scale models should become available, and they should

be used to form the heart of a global ocean prediction system. In the meantime,

alternate methods can provide a more limited capability which is applicable in

some situations. Forcing functions from atmospheric models should permit useful

nowcasting and predictive skill for Class i and Class 3 phenomena listed in Table

I prior to the availability of satellite altimeter and scatterometer data.
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ABSTRACT

Numerical experiments using simulated altimeter data are conducted in order

to examine the assimilation of altimeter-derived sea surface heights into numerical

ocean circulation models. A reduced-gravity, primitive equation circulation model
of the Gulf of Mexico is utilized; the Gulf of Mexico is chosen because of its

amenability to modeling and the ability of low vertical-mode models to reproduce

the observed dynamical features of the Gulf circulation. The simulated data are

obtained by flying an imaginary altimeter over the model ocean and samplin_ the
model sea surface Just as a real altimeter would observe the true ocean. The

data are used to initialize the numerical model and the subsequent forecast is

compared to the true numerical solution. Results indicate that for a stationary,

circular eddy, approximately 3-4 tracks (either ascending or descending) across

the eddy are sufficient to ensure adequate spatial resolution.

I. INTRODUCTION

The satellite radar altimeter offers the most promising capability of

routinely providing global, timely observations suitable for initializing an

ocean circulation forecasting model. The inability, though, of a single nadir-

beam altimeter to provide a truly synoptic measurement which adequately resolves
the mesoscale eddy field, major current systems and fronts poses a serious

obstacle to the development of a skillful forecasting ability. A balance between

track spacing and period of the repeat tracks is necessitated. Hence, in

addition to the observational accuracy requirements, a viable oceanic forecast

will also depend on an innovative development of sampling strategies, four-
dimensional data assimilation techniques and initialization methods. The

thrust of this report is an ex_ination of sampling strategies which optimize
the usefulness of altimeter derived sea-surface heights in ocean monitoring

and prediction. In particular, we will attempt to determine the minimum track

spacing which adequately resolves the detectable meandering current systems

and eddies and to investigate the ability of numerical circulation prediction

models to fill in the resulting temporal gaps.

In addition to assimilating altlmetrlc data, numerical ocean models are

useful in simulation mode for generating "synthetic" sea surface heights to

=- investigate optimum sampling and initialization strategies and for comparison

,_ with actual altimeter data (Thompson et al., 1983). A reduced-gravity, primitive

equation circulation model of the Gulf of Mexico (Hurlburt and Thompson, 1980)
is utilized in order to examine the methodology of incorporating satellite alti-

_l_. meter data into ocean forecasting models. Simulated altimeter measurements of
-_P sea surface height are obtained by: I) integrating the model to statistical
IG
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" equilibrium, 2) flying ,'m ima_:inar,' altim('t,'r over tht, modt, 1 oct,an, 3) obiectivelv
mapping tilt, perfect (i.e., ,lnc,,ntnminatod t_v ,,,ec, id, tide or noi.qe) ,qnmpled data

",. onto a numerical arid. Tht' model is ";nitiatiz_.d ,ln¢] reqt;lrtod ,lsinv,, the
"observed" field, and the s, lb:_equent forecq:_t (ixp to several months) in compared
to the true solution. Thi._; approach allow,; us to inw,sti_,_ate the maximum ratio
of track spacin_ to eddv diameter for adequate mesoscale mappin_,_, the optimum
sampling period/track spacin?, for r_,T,_,at orbitq, in,N--dimensional dnta assimi-
lation methods , irtitializacion schomt, s and techniques for ,,pdatinv the
forecast. This, admtttedlv, antiseptic approach to studying the assimilation
problem is int_.nded as a first step. Fxp_,riments with contaminated data are
,,lso being conducted in order to :_,_sc,qs the accuracy requirements of altimeter
data for use _n ocean f_,recaqtln,,;. ".he r_,sults of these experiments will be

reported elsewhere.

2. TtlFi ClrLF OF MEXICO MODFT.

The Gulf of Mexico haq been chosen for thi._ study for several reasons.

As a semi-enclosed sea with well defined inflow and outflow ports, it is highly
amenable to model inc. The size of the, b;t.-, "'_ is small enough to permit a
relatively large number of experiments with fine resol_tion, and is sufficiently
large so that the dynamical features possess r_,,nv similarities to those found
in larger ocean basins. The primary forcing in the Culf is the intense Loop
Current which enters through the Yucatan Straits and exits through the Florida
Straits. Approximately once per year, the l,oop Current sheds an anti-cyclonic
eddy which propagates westward. Both the Loop Current and the associated eddies
have large sea-surface si_matures ( 30-50 cm). Additionally, the eddies propa-
x;ate slowlv (-- 3 cm/sec) and have larve horizontal scales (300-500 km in diameter).
Also, during a portion of the CEOSAT (a U. S. Navy spacecraft vhose primary
altimetric purpose is geodetic) mission there t_ _ pr,,posed field experiment
capable of providing verification data for the numerical forecast experiments.

The numerical simulations use the one-laver reduced-gravity version of
the Hurlburt and Thompson (1980) model of the C,ulf of Mexico circulation. This
formulation represents the ocean as two incompressible, homogeneous layers.
The lower layer is motionless been,.,c the pressure gradient generated by the
slope of the interface exactly balances that due to the surface slope. Hence,
the interface (model pycnocline) slope is an inverted representation of the surface
height field. This _s an advantageous formulation for altimeter applications
because the internal pressure field is uniquely determined by the sea-surface

height variations. In spite of its simpltcitv, the model has demonstrated a

remarkable ability t_ reproduce such observed features as the shedding of eddies •
from the Loop Current with realistic diameters, amplitudes and westward propagation

speeds (Hurlburt and Thompson, 1980). In addition, the two layer version of
/ the model was used in the study by Thompson et al. (1983) as an aid in identifying

the Loop Current system from collinear-traek altimetry from SEASAT.

3. EXPERIMENT DESIGN AND RESULTS

The simulation experlmet'ts described herein are motivated by a NORDA

research program to study ocean dynamics using the altimeter derived sea-surface

_ heights acquired during the C,EO,qAT mission. The satellite track sequence during
the first 18 months of C,EOSAT _s shown in Fig. I. This pattern produces an

b_ equatorial track separation of 40 km with global coverage in approximately 70

.,P days. The tracks, however, do not repeat and, hence, may be only marginally
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useful for mesoscale modeling. The geodetic portion uf GEOSAT may be followed

by an extended mission with exactly repenting tracks and a shorter repeat track

period.

As a first step in designing an optimum sampling strategy for mesoscale

modeling and forecasting, the track spacing required to resolve adequately

' a stationary eddy is examined. Figure 2(a) depicts the ascending and descending
tracks with a separation of I00 km superimposed on the numerical solution at Day

1120. The values of the model pycnocline depth are sampled every 20 km along

the tracks. Because, in general, the location of the ,,hservatlon points do not

coincide with the model grid points, the observation zs an interpolated value

from the numerical solution. The 'observed' data are mapped back to the numerical
grid in order to reconstruct the solution (Fig. 2(b)). The RMS error difference

between the true solution and the observed values is determined; the error is

calculated only within a square circumscribing the eddy and is normalized by

the standard deviation of the true solution within the square. For each value
of track separation, tw_ values of the RMS error are calculated: a) only one

set of tracks (i.e. ascending or descending are used in the analysis and b) both
ascending and descending tracks are used to reconstruct the height field. The

results (Fig. 3) reveal that if data from both tracks are used, track separation

as large as an eddy radius adequately resolves the features. Additional tracks

yield only a slightly improved representation. For cases in which the ascending
and descending tracks sample the eddy at slgnlflcantIy different times, it may

be advantageous to assimilate the observations from only one set of tracks.

In such instance_, Fig. 3 suggests that 3-4 tracks per eddy are required.

The non-stationarlty of the ocean adds a frustrating complexity to the
sampling problem. The inverse relationship between repeat track period and

track separs!tlon for a single, nadlr-beam altimeter demands a prudent sampling

and four-di_,.ensionalassimilation strategy for optimum results. If the dynamical

features of interest necessitate narrow track spacing, the temporal resolution

may be inadequate unless a numerical model is able to fill in the temporal gaps.

This problem is illustrated by Fig. 4 in which the interpolated Gulf of Hcxico
height fleld is shown for both a 72-day and a 39-day repeat track period. The

model ocean is sampled during the repeat period Just as a real altimeter would
observe the true ocean. The 72-day sampling period grossly distorts the west-

ward propagating eddy. The deformation is substantially reduced in the 39-day

repeat period case; the 21-day repeat period sanpling (not shown) exhibits very

little distortion of the eddy.
p

The 'observed' data are used to initialize a forecast of the Cull of Hexlco

circulation in order to measure the skill of a particular Qsnpllng strateby. The
forecast begins on day 1200 of the numerical slmulatlon and continues for 180 days.

, Initial conditions for the forecast are obtained by sampllng the model ocean with
an imaginary altimeter for a duration nearly equal to the repeat track period.

. ThIJ insures complete coverage of the basin. In each case, the last observation
occurs on day 1200. Hence, the 21-day repeat period case samples the model ocean
from day 1182 to day 120G while the 72-day case 'observes' the ocean from day I131
to day 1200. The height field is interpolated to the numerical grid and treated
as a synoptic data set. The results described below are based on _echnlques

i_ whlch exclude both four-dimenslonel asslml]ation and updatlnR of the forecast:
future experiments will Include these important aspects of the aasimilatlon
problem. The imltlal height fleld= are somewhat smoother than those shown in

_,e Fig. 4 due to the incorporation of data from both ascending _nd descending
.,r tracks. The imltlal velocity fleld is determined from the geo=trophlc 8pproxl-

_4= nation; the imltlal conditions are a=s_ned to be valld at approximately the uld-
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Figure 2. a) Ascending and descending tracks
(separation equals I00 k=) of an imaginary altimeter
superimposed on the numerical solution of the Gulf
of Mexico. The contours are the model interface

_-'_ deviation from its initial flat position. The
contour interval is 10 m. Solid lines denote a

"--. deepening of the pycnocline while dashed lines

--_*. represen_ shoaling. The model is sampled every ;
_d= 20 k_, along each track. The solution is stationary

during the sa_pllng process, b) A recoustruction

'_ of the numerical solution at Day 1120 from the values "
sampled along the tracks in (a). Experiment R_8

fro= Surlburt and Thompson (1980) is the base

experiment.
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Figure 4. The ascending tracks of an imaginary altimeter superimposed

--" on the interpolated height field. The values of the pycnocline height

anomaly were determined by sampling the numerical model every 20 km

along the tracks. The dashed track lines denote where the model was
sampled during the first half of the repeat track period and the solid

tracks depict where the model was sampled during the latter half.

;J Adjacent tracks sampled the model three days apart. The most recent

track (i.e. at Day 1200) is a solid track just to the left cf an

adjacent dashed track, a) 72-day repeat track period. The model was
-- observed from Day 1131 to Day 1200. The distortion of the eddy is

caused by westward propagation during the sampling period. The eddyis most distorted where two adjacent tracks differ by 69 days.

'_ b) 39-day repeat track period. The model is sampled from Day 1164 to

_p, Day 1200, The distortion of the eddy is not as large as in (a) because

the most recent and oldest tracks only differ by 36 days.
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point of the sampling period. The skill of the forecast is determined by calcu-

. lating the RMS error difference between the predicted pycnocline depth and the
numerical solution throughout the basin. The results for three cases are shown

in Fig. 5. For the Gulf of Mexico simulation, the 21-day repeat track case
offers the best compromise between track separation and repeat period.

As a more stringent test of the optimum sampling strategy for the Gulf, the
experiments are repeated with a very fine-resolution Gulf of Mexico si_nulation.

The grid spacing and eddy viscosity are reduced from 20 km and 300 m2/sec to 10 kn,

and i00 m2/sec, respectively. Although the essential elements of the Gulf circu-
lation are still present, the fine scale solution is also charactecized b7 a

larger number of eddies exhibiting a wide range of shape, amplitude and horizontal
scale. Moreovez, the dynamical features bebave in a much more irregular manner.

The methodology of the forecast is identical to the process described above

except that the prediction begins on day 1530 instead of day 1200. This is due
to the longer spin-up time of the fine-scale simulation. Forecasts are again

performed for the 21, 39 and 72-day repeat periods. In addition, a 40-day

repeat track case is conducted in which the adiacent tracks are laid down one

day apart instead of three days. For a given track separation, this scheme has

the advantage of sampling a given feature in the shortest time. A comparison
of the true solution and the forecast initialized from the 40-day repeat period

case is shown in Fig. 6. The _S error plots of the forecasts are given in Fig.

7. Clearly, the 72-day repeat track period is inadequate. The relatively minor

differences between the other cases is supported by Fig. 3. The track separation

of the 21-day repeat period (~ 120 km) is sufficient to resolve the primary

dynamical features. Hence, additional tracks do not significantly improve the
spatial error of the measurement. The propagation speed of the eddies is slow

enough that the 39 and 40 day repeat periods yield reasonably synoptic
_bservations.

$. CONCLUSIONS

Simulated altimeter data have been incorporated into numerical ocean circu-

lation models in order to examine optimum sampling strategies of a single nadir-

)eam altimeter. The numerical experiments suggest that approximately 3-4 tracks

[either ascending or descending) across an eddy provide adequate resolution.
_or the Gulf of Mexico the track separation of the 20-day repeat r :od resolves

:he Loop Current and the westward propagating anti-cyclonlc eddies ampling
7ith a smaller track separation does not improve the forecast. In _ ._eroceanic

•egions, however, the 20-day repeat period yields a track separation unable
_ .o resolve the energetic mesoscale field. In wester, boundary systems, where

_ddies have smaller horizontal scales and propagate more rapidly, simultaneously
,braining adequate spatial and temporal resolution is more difficult. As part

,f this research program, numerical experiments using simulated altimeter data

: ,Ill also be conducted for the Gulf Stream region.

The experiments described in this report are merely a first step towards

he development of a methodology for assimilating altimeter data into ocean

-_orecast models. The utilization of contaminated data, optimal interpolation
_m_nd initialization schemes, forecast updating methods and multi-layer models need to
_)Im--e examined. These studies may substantially alter any quantitative conclusions

,_,w hich might be derived from the results presented here.
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. Figure 6. a) Contours of pycnociine height anomaly for the fine

_- scale numerical simulation of the Gulf of Mexico circulation.

-_ b) Forecast of PHA in which simulated altimeter data are used te
initialize the model. The forecast, which begins on Day 1530, Is

for the 40-day repeat track period case.
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ABSTRACT

The radar altimeter is the only satellite remote sensor with a proven capa-

bility for synoptically measuring an integral property of the dynamic ocean on a

near-global, all-weather basis. Because acquisition of global, in-situ ocean
data with space/time resolution adequate to describe dynamically important

ocean features is practically impossible, any attempt to develop a global

ocean monitoring and forecasting system will rely heavily on altimetric data

for initialization and updating. Maximizing useful information from the

altimeter while minimizing error sources and developing methods cot assimilating
altimeter data into dynamical models are, therefore, vital areas for research

and development.

In addition to assimilating akimetric data, numerical ocean models are

useful in simulation mode for generating "synthetic" sea surface heights to
(I) assess the influence of sea surface height estimation error on predictability,

(2) investigate optimum sampling and initialization strategies, and (3) compare

with actual altimeter data associated with specific phenomena (Thompson et al.,

1983). Because many appllcations of satellite altimetry require that we "know"

the geoid, it is vital that we determine acceptable limits for geoid errors,

especially in the vicinity of strong topographic variability where oceanographic
processes may be especially active and where geold error may be exceptionally

high. This paper focuses on (I) with emphasis on iimJts to predictability intro-

duced solely by errors in the geoid or apparent errors associated with ground
track variations under "exactly repeating" orbits in the vicinity of strong

geopotential gradients.

A two-layer primitive equation ocean model (Hurlburt and Thompson, 1980)

which retains sea surface height as prognostic variable is used to simulate

= the circulation in two regions of the Gulf Stream system: the Gulf of Mexico
and the Gulf Stream north of Charleston. The model successfully simulates

many of the observed features of these regions, including the penetration of

the Loop Current and the shedding of large anticyclones from the Loop in the

Gulf of Mexico and the development of realistic Gulf Stream meanders and warm

-" and cold core Gulf Stream r'ngs in the western Atlantic (Hurlburr and Thompson,
1983) . Because these are regions of significant topographic variability,

where geoid _.rrorsare likely to be greatest, the model serves as a representa-
* rive test bed for these first predictability experiments.

The experiments typically have the following sequence: The model ism

_ integrated from rest to statistical equilibrium. Model forecasts are stored
/, on a history tape at regular intervals. Some time after equilibrium has been

reached the perfect (uncontaminated by tides, altimeter measurement error or

- 613 i
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% geold errors) sea surface height data is corrupted with geoid error. To a first
approximation the geoid error is assumed proportional to a linear combination of

local bott,,_m de?th and topographic gradient. Using the corrupted sea surface

heights, an associated current field (typically determined from the geostrophic

approximation) is calculated. The model is then initialized with the contaminated

data at every gr_d point and integrated forward in time. Model forecasts are then

compared w_th the "true" fields from, the original integration and error statistics

_re calculated. Because model data is used at every grid point in these experi-

ments wc have isolated the geold error from sampling errors associated with track

spacing, repeat period, and particular objective analysis sche_aes. Thus, the

predictabi]itv limits found is these investigations may be considered upper
limits to those found in such studies.
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